What Tasks Can Be Performed with an Uncalibrated Stereo Vision System?
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Abstract

This article studies the following question: “When is it possible to decide, on the basis of images of point-features observed by an imprecisely modeled two-camera stereo vision system, whether or not a prescribed robot positioning task has been precisely accomplished?” Results are shown for three camera model classes: injective cameras, weakly calibrated projective cameras, and uncalibrated projective cameras. In particular, given a weakly calibrated stereo pair, it is shown that a positioning task can be precisely accomplished if and only if the task specification is invariant to projective transformations. It is shown that injective and uncalibrated projective cameras can accomplish fewer tasks, but are still able to accomplish tasks involving point coincidences.

The same formal framework is applied to the problem of determining the set of tasks which can be precisely accomplished with the well-known position-based control architecture. It is shown that, for any class of camera models, the set of tasks which can be precisely accomplished using a position-based control architecture is a subset of the complete set of tasks which can be decided on the set, but includes all positioning tasks based on point coincidences. Two ways of extending the idea of position-based control to accomplish more tasks are also presented.
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1 Introduction

Guiding a robotic system using information acquired from cameras has been a central theme of vision and robotics research for decades. In particular, feedback control systems employing video cameras as sensors have been studied in the robotics community for many years (cf. a recent tutorial on visual servoing [25], a review [8] of past work, and a recent workshop [28]). Demonstrated applications of vision within a feedback loop—often referred to as visual servoing or, more generally, vision-based control—include automated driving [9], flexible manufacturing [6, 39], and teleoperation with large time delays [11] to name a few.

In order to perform any vision-based control task, two prerequisites must be satisfied. First, it must be possible to determine when the task has been accomplished using what is known—namely camera measurements and models of the camera and actuator. Practically speaking, this amounts to being able to define a measurable error signal which, if zero, indicates the task has been accomplished. Second, there must be a control algorithm, driven by this error signal, whose purpose is to move the robot so as to achieve a configuration where the error signal is zero, thus accomplishing the desired task.

An especially interesting feature of vision-based control systems is that the first requirement can often be satisfied even when camera and actuator models are themselves imprecisely known\(^1\). As a result, it is possible to position a robot with high accuracy without relying on an accurate hand-eye calibration. This property, which has been observed in several special cases [44, 23, 16, 14, 27, 25, 15, 26, 41], follows from the fact that often both the position and orientation of the robot in its workspace and the features defining a set of desired poses can be simultaneously observed through the same camera system. This observation has motivated a great deal of research on solving the algorithm design problem for imprecisely calibrated or uncalibrated camera-actuator systems [26, 5, 45, 23, 24], and related research on choosing feature configurations to maximize accuracy in the presence of noise [32, 40]. However, little is known about general conditions under which the accomplishment of a given task can be determined in the presence of camera model uncertainty, even though this is a necessary attribute of any vision-based control scheme.

Supposing that the first prerequisite is fulfilled, the form of the control error signal must then be chosen. In a traditional set-point control system, what to choose for a control error is usually clear. In contrast, in vision-based systems there are many choices for a control error, each with different attributes. In particular, it is possible to demonstrate that two control systems using different control errors, both able to perform the same positioning task when the camera system is accurately modeled, can lead to different results when the camera system is poorly modeled, even when the camera measurements are themselves error-free. A simple example is the problem of moving a point on a robot manipulator to a position collinear with two reference points in the environment. It is known that, in the absence of measurement noise, this task can be performed with absolute precision with a miscalibrated

\(^1\)This result is in many ways analogous to a conventional set-point control system with a loop-integrator and fixed exogenous reference.
hand-eye system. Yet, it is not hard to exhibit very natural and intuitive control algorithms which could accomplish this task on a perfectly calibrated system, but cannot accomplish it on a miscalibrated one. Although some of the observations just made are implicit in work extending back more than 10 years [43] as well as more recent work [15, 37], to date there has been little formal study of the attributes of a vision-based control system capable of performing precise positioning in the presence of calibration error.

The aim of this paper is to address the questions raised above. Specifically, our goal is to determine conditions under which it is possible to decide, based solely on the observation of point-features by an imprecisely modeled two-camera vision system, whether or not a prescribed positioning task has been accomplished. By a positioning task is meant, roughly speaking, the objective of bringing the pose of a robot to a target in the robot’s workspace, where both the robot pose and the target are described in terms of observable features or constructions thereof. Positioning tasks are formally defined as equations of the form $T(f) = 0$ where $f$ is a list of observable point-features in the workspace of a robot [37]. We consider a task to be accomplished when the physical configuration of the robot in its environment is exactly consistent with the given task description.

In order to address this question, we introduce the formal notions of task encoding and task decidability. The concept of a task encoding is discussed briefly in [34], which contains further references. An encoded task is simply an equation of the form $E(y) = 0$ where $y$ is a list of observed point-features and $E$ is a function which does not depend on knowledge of the calibration of the underlying two-camera system. A given task is “decidable” if there is an encoding of the task which can be used (in a sense which will be made precise later) to “verify” that the task has been accomplished.

We consider task decidability with respect to three classes of two-camera models. It is first shown in §2.4 that, for two-camera models which are injective (but nothing more), precise conditions can be stated under which a given task is decidable and that there is a “non-trivial” class of tasks which can be accomplished by such systems. We then consider two-camera systems modeled using projective geometry. For such systems it is well-known [12] that, in the absence of measurement noise, by calibrating just using images of point-features, it is possible to exactly reconstruct the positions of point-features “up to a projective transformation” on the three-dimensional projective space. These findings clearly suggest that, for a so-called “weakly calibrated” two-camera model class, there ought to be a close relationship between the decidability of a given task and the invariant properties of the associated task function under projective transformations. Theorem 1 of §3.3 shows that a given task is decidable on a weakly calibrated two-camera class if and only if the task is projectively invariant. Finally, we consider two-camera models where weak calibration is not known and show that, in this case, Theorem 1 also provides necessary conditions for a task to be accomplished.

The immediate implication of this result is that a system designer, faced with a particular problem to solve, can now directly determine whether in fact the problem can be solved without demanding precise calibration. Moreover, these results provide a basis for evaluating
the effect of miscalibration on different control architectures used for performing tasks. In particular, in the robotics literature two approaches to vision-based control are common: position-based control which computes feedback from estimates (computed from measured data) of geometric quantities (pose, feature position, etc.) in the Cartesian space of the robot and image-based control which computes feedback directly from measured image data. In this article, these two approaches and a third more recently introduced idea—the modified Cartesian-based approach proposed in [3]—are discussed from the point of view of task encodings. As a result, we are able to state conditions under which these architectures are able to achieve precise positioning with poorly modeled camera systems.

The remainder of this article is structured as follows. The next section sets out basic nomenclature and definitions needed to formally address the task decidability problem and derives conditions for a task to be decidable for camera systems which are injective, but nothing more. In §3 two-camera systems modeled using projective geometry are discussed and the decidability results are specialized to this case. In §4 the implication of these results for two well-known visual servoing architectures and a recently proposed architecture (§4.2) are discussed. The final section recapitulates these results and outlines some directions for future research.

Notation: Throughout this paper, prime denotes matrix transpose, \( \mathbb{R}^m \) is the real linear space of \( m \)-dimensional column vectors, and \( \mathbb{P}^m \) is the real projective space of one-dimensional subspaces of \( \mathbb{R}^{m+1} \). Recall that the elements of \( \mathbb{P}^m \) are called points, lines in \( \mathbb{P}^m \) are two-dimensional subspaces of \( \mathbb{R}^{m+1} \), and, for \( m > 2 \), planes are three-dimensional subspaces of \( \mathbb{R}^{m+1} \). A point \( p \in \mathbb{P}^m \) is said to be on a line \( \ell \) (respectively plane \( \psi \)) in \( \mathbb{P}^m \) if \( p \) is a linear subspace of \( \ell \) (respectively \( \psi \)) in \( \mathbb{R}^{m+1} \). For each nonzero vector \( x \in \mathbb{R}^m \), \( Rx \) denotes both the one-dimensional linear span of \( x \), and also the point in \( \mathbb{P}^m \) which \( x \) represents. The line in \( \mathbb{P}^m \) on which two distinct points \( p_1, p_2 \in \mathbb{P}^m \) lie, is denoted by \( p_1 \oplus p_2 \). The kernel of a linear or nonlinear function \( T \), with codomain \( \mathbb{R} \), is defined to be the set of points \( x \) in \( T \)'s domain such that \( T(x) = 0 \). As usual, the image of a function \( H : \mathcal{Z} \to \mathcal{W} \), written \( \text{Im } H \), is the set of points \( \{ H(z) : z \in \mathcal{Z} \} \). The special Euclidean group of rigid body transformations is denoted by \( \text{SE}(3) \). We use \( \subset \) to denote the non-strict subset relation.

2 Task Decidability

This paper is concerned with the problem of achieving precise control of the pose of a robot which moves in a prescribed workspace \( \mathcal{W} \subset \text{SE}(3) \) using two cameras functioning as a position measuring system. The data available to control the robot consists of the projections, onto the cameras' image planes, of point-features\(^2\) on the robot as well as point-features observed by cameras. The observations themselves are referred to as “measured data.” A “point feature” may be represented by either a point in \( \mathbb{R}^3 \) or a point in \( \mathbb{P}^3 \) (i.e., a one-dimensional subspace of \( \mathbb{R}^4 \)). In the examples

\(^2\)Throughout this article, the term “feature” always refers to sets (points, lines, etc.) that are observed by cameras. The observations themselves are referred to as “measured data.” A “point feature” may be represented by either a point in \( \mathbb{R}^3 \) or a point in \( \mathbb{P}^3 \) (i.e., a one-dimensional subspace of \( \mathbb{R}^4 \)). In the examples
features in the environment. All such features lie within the two-cameras' joint field of view \( \mathcal{V} \). Typically \( \mathcal{V} \) will be taken to be either a nonempty subset of \( \mathbb{R}^3 \) or of \( \mathbb{P}^3 \).

For the purposes of this article, “precise control” is taken to mean that it is possible for a control system to determine, using only measured data (and in particular without precise knowledge of the underlying two-camera configuration), and in the absence of noise, that the physical configuration of the robot system conforms exactly to the specified pose. In the remainder of this section, we formalize the notion of positioning tasks and proceed to develop results which state general conditions under which it is possible to achieve precise control for very general classes of two-camera systems.

### 2.1 Tasks

By a positioning task or simply a “task” is meant, roughly speaking, the objective of bringing the pose of a robot to a “target” (a set of desired poses) in \( \mathcal{V} \). The target set is in turn specified by defining a set of desired geometric constraints on a list of simultaneously observed point-features in \( \mathcal{V} \). Methods of defining tasks are implicit in the work of several authors including ourselves [2, 6, 34, 37, 15]. Figure 1 depicts examples of how several robotic positioning tasks can be expressed in terms of such feature constraints.

As in [25, 15, 37], tasks are formally represented as equations to be satisfied. In this article, the term “task function” refers, loosely speaking, to a function which maps ordered sets (i.e., lists) of \( n \) simultaneously appearing point-features \( \{f_1, f_2, \ldots, f_n\} \) in \( \mathcal{V} \) into the integer\(^3\) set \( \{0, 1\} \). We use an unsubscripted symbol such as \( f \) to denote each such list and we henceforth refer to \( f \) as a feature. In some cases only certain features or lists of point-features are of interest (e.g., for \( n = 3 \), one might want to consider only those lists whose three point-features are collinear). The set of all such lists is denoted by \( \mathcal{F} \) and is a nonempty subset of the set \( \mathcal{V}^n \), the Cartesian product of the joint field of view \( \mathcal{V} \) with itself \( n \) times. In the sequel we call \( \mathcal{F} \) the admissible feature space. A task function is then a given function \( T \) from \( \mathcal{F} \) to \( \{0, 1\} \). The task specified by \( T \) is the equation

\[
T(f) = 0.
\]  

In case (1) holds we say that the task is accomplished at \( f \). Examples of tasks defined in this manner can be found in [37, 10, 7, 6, 25, 15, 36].

Some examples of task functions which are used later in this article are described below.

---

\(^3\)In the literature a “task function” is usually defined to be a mapping to the real line or real vector space with additional properties needed to implement a control system (e.g., continuity, differentiability) using it as an error signal [37]. This corresponds most closely to our encoded task function introduced in §2.3. As shown later, a task as defined here, when it can be accomplished using measured data, will have an encoded task function which can, in most cases of interest, be “converted” into a task function as defined by [37].
Figure 1: On the top, three schematic examples of tasks specified using point geometry. On left, connecting an electrical connector is specified by making the points P, S, and T coincident with the points P’, S’ and T’ (a conjunction of 3 “point-coincidence tasks”). In the center, a screwdriver is aligned with a screw by making P, S, P’, and S’ collinear (a conjunction of two “collinearity tasks”). On the right, a board is moved to a point where it can be inserted into a rack by first making P, S, T, P’, and S’ be coplanar and then adding the constraint that P’ and S’ be between P and S. Note this does not imply that the board is parallel to the rack. Such a constraint could also be specified in terms of point geometry, by using the fact that the sides of the enclosure are parallel to the rack yielding the point T’. On the bottom are physical realizations of these three tasks showing the visual information used to perform them (taken from [15]).
We refer the reader to [15, 17, 42] for examples of these tasks implemented within a visual servoing framework.

Let $\mathcal{V}$ be a subset of $\mathbb{P}^3$. $T_{pp}$ designates the point-to-point task function, which is defined on $\mathcal{F}_{pp} \triangleq \mathcal{V} \times \mathcal{V}$ by the rule

$$\{f_1, f_2\} \mapsto \begin{cases} 0 & \text{if } f_1 \text{ and } f_2 \text{ are the same point in } \mathbb{P}^3 \\ 1 & \text{otherwise} \end{cases}$$

In the sequel, we refer to the task specified by $T_{pp}$ as the point-to-point task.

$T_{3pt}$ is a task function defined on $\mathcal{F}_{3pt} \triangleq \mathcal{V} \times \mathcal{V} \times \mathcal{V}$ by the rule

$$\{f_1, f_2, f_3\} \mapsto \begin{cases} 0 & \text{if the } f_i \text{'s are all collinear in } \mathbb{P}^3 \\ 1 & \text{otherwise} \end{cases}$$

We often refer to the task specified by $T_{3pt}$ as the collinearity task. Finally, $T_{cp}$ is a task function defined on $\mathcal{F}_{cp} \triangleq \mathcal{V} \times \mathcal{V} \times \mathcal{V} \times \mathcal{V}$ by the rule

$$\{f_1, f_2, f_3, f_4\} \mapsto \begin{cases} 0 & \text{if the } f_i \text{'s are all coplanar in } \mathbb{P}^3 \\ 1 & \text{otherwise} \end{cases}$$

We often refer to the task specified by $T_{cp}$ as the coplanarity task. Note that all of the tasks depicted in Figure 1 have been constructed by appropriate conjuctions of these task functions.

### 2.2 Problem Formulation

Point-features are mapped into the two cameras’ joint image space $\mathcal{Y}$ through a fixed but imprecisely known two-camera model $C_{\text{actual}} : \mathcal{V} \rightarrow \mathcal{Y}$ where, depending on the problem formulation, $\mathcal{Y}$ may be either $\mathbb{R}^2 \oplus \mathbb{R}^2$ or $\mathbb{P}^2 \times \mathbb{P}^2$. Typically several point-features are observed all at once. If $f_i$ is the $i$th such point feature in $\mathcal{V}$, then $f_i$’s observed position in $\mathcal{Y}$ is given by the measured output vector $y_i = C_{\text{actual}}(f_i)$. We model miscalibration by assuming that the actual two-camera model $C_{\text{actual}}$ is a fixed but unknown element of a prescribed set of injective functions $\mathcal{C}$ which map $\mathcal{V}$ into $\mathcal{Y}$. In the sequel $\mathcal{C}$ is called the set of admissible two-camera models.

For the present, no constraints are placed on the elements of $\mathcal{C}$ other than they be injective functions mapping $\mathcal{V}$ into $\mathcal{Y}$. Thus, the results of this section apply to a wide variety of camera projection models including, for example, projection models with lens distortions, spherical projection, and various types of panoramic cameras.

In order to complete the problem formulation, it is helpful to introduce the following nomenclature. For each $C$ in $\mathcal{C}$, let $\bar{C}$ denote the function from $\mathcal{F} \subset \mathcal{V}^n$ to the set $\mathcal{Y}^n$, the Cartesian product of joint image space $\mathcal{Y}$ with itself $n$ times, which is defined by the rule

$$\{f_1, f_2, \ldots, f_n\} \mapsto \{C(f_1), C(f_2), \ldots, C(f_n)\}$$
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We call $\mathcal{C}$ the *extension* of $\mathcal{C}$ to $\mathcal{F}$. The aim of this paper is then to give conditions which enable one to decide on the basis of the a priori information, namely $\mathcal{C}$, $T$, $\mathcal{V}$, and the measured data

$$y \triangleq \mathcal{C}_{\text{actual}}(f)$$

whether or not the task (1) has been accomplished.

### 2.3 Task Encodings

Clearly, if $\mathcal{C}_{\text{actual}}$ were precisely known, a strategy for determining whether or not a task as defined by (1) had been accomplished would be to evaluate (1) using feature locations computed from observed data. However, $\mathcal{C}_{\text{actual}}$ is not known precisely and, as a result, there are many positioning tasks whose accomplishment cannot be determined from measured data without reliance on an accurate camera calibration, e.g., tasks involving metrical quantities or direct comparisons of Euclidean distances. On the other hand, it is not hard to show that the accomplishment of tasks which involve only point-coincidences can be determined with absolute precision in the presence of camera calibration error (cf. Section 2.4).

It is this dichotomy which motivates us to characterize the nature of tasks whose accomplishment can be determined with imprecisely calibrated two-camera systems. However, in order to make this question precise, we need to first formalize the notion of making decisions as to whether a task has been accomplished using only measured data. Toward this end, let us call a function $E : \mathcal{Y}^n \to \mathbb{R}$ an *encoded task function*. With $E$ so constructed, the equation

$$E(y) = 0$$

is said to be an *encoded task* or simply an encoding. In case (3) holds we say that the encoded task is *accomplished at* $y$. In an image-based feedback control system, $E(y)$ would thus be a logical choice for a positioning error [25].

In general, the goal is to choose an encoding so that the accomplishment of the task under consideration at a particular feature configuration is equivalent to accomplishment of the encoded task at the corresponding two-camera measurement. Formally, we say that a task $T(f) = 0$ is *verifiable on $\mathcal{C}$* with an encoding $E_T(y) = 0$ if,

$$T(f) = 0 \iff E_T(y)_{y=\mathcal{C}_f} = 0, \quad \forall f \in \mathcal{F}, \forall C \in \mathcal{C}$$

In other words, $T(f) = 0$ is verifiable on $\mathcal{C}$ with a given encoding $E_T(y) = 0$, if for each feature $f \in \mathcal{F}$ and each admissible two-camera model $C$ in $\mathcal{C}$, the task $T(f) = 0$ is accomplished at $f$ just in case the encoded task $E_T(y) = 0$ is accomplished at $y = \mathcal{C}(f)$. In short, in order to verify a given task, an encoding must be able to determine, *even in the face of two-camera model uncertainty*, whether or not the encoded task has been accomplished. Moreover, the encoding must have this property at every point in the joint field of view.
Another characterization of verifiability can be obtained by noting that
\[ E_T(y)|_{y = C(f)} = (E_T \circ \tilde{C})(f) \]
where \( E_T \circ \tilde{C} \) is the composition of \( E_T \) with \( \tilde{C} \). From this and the definition of verifiability, it follows that \( T(f) = 0 \) is verifiable on \( \mathcal{C} \) with \( E_T(y) = 0 \) just in the case that for each \( C \in \mathcal{C} \), the set of features which \( T \) maps into zero is the same as the set of features which \( E_T \circ \tilde{C} \) maps into zero. We can thus state the following.

**Lemma 1 (Verifiability)** Let \( T, \mathcal{C} \) and \( E_T \) be fixed. Then \( T(f) = 0 \) is verifiable on \( \mathcal{C} \) with the encoded task \( E_T(y) = 0 \) if and only if
\[ \text{Ker} T = \text{Ker} E_T \circ \tilde{C}, \quad \forall C \in \mathcal{C} \quad (5) \]

For example, the task \( T_{pp}(f) = 0 \) can be verified on any set of admissible two-camera models by the encoding \( E_{pp}(y) = 0 \), specified by \( E_{pp} \) defined on \( \mathcal{Y} \times \mathcal{Y} \), with \( \mathcal{Y} = \mathbb{P}^2 \times \mathbb{P}^2 \), by the rule
\[ \{y_1, y_2\} \mapsto \begin{cases} 0 & y_1 \text{ and } y_2 \text{ are the same point in } \mathbb{P}^2 \times \mathbb{P}^2 \\ 1 & \text{otherwise} \end{cases} \quad (6) \]

In fact, for any two-camera model \( C \) on a given set of admissible two-camera models \( \mathcal{C} \), a pair \( f \triangleq \{f_1, f_2\} \in \mathcal{F}_{pp} \) belongs to \( \text{Ker} E_{pp} \circ \tilde{C} \) just in case
\[ E_{pp}(\{C(f_1), C(f_2)\}) = 0, \]
which is equivalent to \( C(f_1) = C(f_2) \) because of (6). Since \( C \) is injective, this is equivalent to \( f_1 = f_2 \) and therefore to \( T_{pp}(f) = 0 \). We have shown that \( \text{Ker} E_{pp} \circ \tilde{C} = \text{Ker} T_{pp} \). The verifiability on \( \mathcal{C} \) of \( T_{pp}(f) = 0 \) by \( E_{pp}(y) = 0 \) then follows from Lemma 1.

At the end of the next section, we define a much richer class of “point-coincidence” tasks and describe the structure of encodings which verify them.

### 2.4 Task Decidability

With the preceding definitions in place, our original question can be stated more precisely: “When, for a given set of two-camera models \( \mathcal{C} \), can a task be verified?” Here, \( \mathcal{C} \) represents the extent of the uncertainty about the actual two-camera model.

To address this question, let us call a given task \( T \) **decidable on** \( \mathcal{C} \) if there exists an encoding \( E_T(y) = 0 \) for which (4) holds. Thus, the notion of decidability singles out precisely those tasks whose accomplishment (or lack thereof) can be deduced from measured data without regard to a particular encoding which they might be verified with.

The following technical result, which is proven in the appendix, is useful in further characterizing decidable tasks.
Lemma 2 (Decidability) A given task $T(f) = 0$ is decidable on $\mathcal{C}$ if and only if for each pair $C_1, C_2 \in \mathcal{C}$ and for each pair $f, g \in \mathcal{F}$

$$C_1(f) = C_2(g) \implies T(f) = T(g).$$  \hspace{1cm} (7)

That is, a given task is decidable on $\mathcal{C}$ if, when we fix two two-camera models in $\mathcal{C}$, $T$ is constant on any pair of features where the measurements of the two two-camera models agree.

Lemma 2 thus ties the notion of decidability to the properties of the task and the class of admissible two-camera models upon which an encoding of the task would be constructed, without requiring the construction of such an encoding.

Point-Coincidence Tasks

As an example of how this lemma may be used, we show here that the family of “point-coincidence tasks,” defined below, is decidable (and therefore can be performed with absolute precision) on any family of injective two-camera models. To specify what we mean by the family of “point-coincidence tasks” we need to define a few task construction primitives\footnote{These and other task construction primitives are of interest on their own and they will be the topic of a future paper. See also [21].}. Given a task $T(f) = 0$, we call the task $-T(f) = 0$ specified by

$$-T(f) \triangleq 1 - T(f),$$

the complement of $T(f) = 0$. Given a permutation $\pi \triangleq \{\pi(1), \pi(2), \ldots, \pi(n)\}$ of the set \{1, 2, \ldots, n\}, we call the task $\pi T(f) = 0$ specified by

$$\pi T(f) \triangleq T(\pi f)$$

with $\pi f \triangleq \{f_{\pi(1)}, f_{\pi(2)}, \ldots, f_{\pi(n)}\}$, the $\pi$-permutation of $T(f) = 0$. Also, given two tasks $T_1(f) = 0$ and $T_2(f) = 0$, we call the task $(T_1 \lor T_2)(f) = 0$ specified by

$$(T_1 \lor T_2)(f) \triangleq T_1(f) T_2(f)$$

the disjunction of $T_1(f) = 0$ and $T_2(f) = 0$. The following result is straightforward to verify.

Proposition 1 Given any set of admissible two-camera models $\mathcal{C}$, the following statements are true:

1. The complement of a task decidable on $\mathcal{C}$ is decidable on $\mathcal{C}$.

2. For any permutation $\pi$ of \{1, 2, \ldots, n\}, the $\pi$-permutation of a task decidable on $\mathcal{C}$ is decidable on $\mathcal{C}$. 
3. The disjunction of two tasks that are decidable on $\mathcal{C}$ is decidable on $\mathcal{C}$.

The family of point-coincidence tasks on $\mathcal{F} \subset \mathcal{V}^n$ can then be defined as the smallest set of tasks that contains the task $T_{pc}(f) = 0$, specified by

$$\{f_1, f_2, \ldots, f_n\} \mapsto \begin{cases} 
0 & f_1 = f_2 \\
1 & f_1 \neq f_2 
\end{cases}$$

(8)

and that is closed under task complement, permutation, and disjunction. In short, the family of point-coincidence tasks on $\mathcal{V}^n$ contains any task that can be fully specified by point-coincidence relationships on the $n$ point-features. For example, on $\mathcal{V}^3$,

$$T(f_1, f_2, f_3) = T_{pp}(f_1, f_2) T_{pp}(f_1, f_3)$$

specifies the task that is accomplished when $f_1$ is coincident with at least one of $f_2$ or $f_3$.

Let now $\mathcal{C}$ be an arbitrary set of admissible two-camera models and take a pair of features $f, g \in \mathcal{F}$ and a pair of two-camera models $C_1, C_2 \in \mathcal{C}$ such that

$$\tilde{C}_1(f) = \tilde{C}_2(g)$$

(9)

Suppose first that $T_{pc}(f) = 0$ and therefore that $f_1 = f_2$. In this case (9) implies that $C_2(g_1) = C_1(f_1) = C_1(f_2) = C_2(g_2)$. This and the injectivity of $C_2$ guarantee that $g_1 = g_2$ and therefore that $T_{pc}(g) = 0$. Similarly one can conclude that $T_{pc}(g) = 1$ whenever $T_{pc}(f) = 1$. Thus, by Lemma 2, the task $T_{pc}(f) = 0$ is decidable on $\mathcal{C}$. The following lemma follows from this and Proposition 1.

**Lemma 3** Any point-coincidence task is decidable on any family of admissible two-camera models.

Although we can prove the decidability of the class of point-coincidence tasks without recourse to encodings, the constructive definition of the class of point-coincidence tasks makes it simple to define encodings for every member of the class. We first define $E_{pc}(y)$ on $\mathcal{V}^n$ by the rule

$$\{y_1, y_2, \ldots, y_n\} \mapsto \begin{cases} 
0 & y_1 = y_2 \\
1 & y_1 \neq y_2 
\end{cases}$$

(10)

It is simple to verify that $E_{pc}(y) = 0$ verifies $T_{pc}(f) = 0$ on any family $\mathcal{C}$ of admissible two-camera models. Furthermore, if we define complement, permutation, and disjunction of encodings in the same manner we defined these operations for tasks, then one can obtain an encoding that verifies a given point-coincidence task $T(f) = 0$ on $\mathcal{C}$ by applying the same construction to the encoding that was used to build the task $T(f) = 0$ from the task $T_{pc}(f) = 0$ (starting now with the encoded task function $E_{pc}(y) = 0$). This gives a systematic procedure to build encodings that verify any point-coincidence task on any family of admissible two-camera models.
3 Task Decidability for Projective Camera Models

The results of the preceding section apply to two-camera model classes whose elements are assumed to be injective but nothing more. In this section we specialize to the case when the two-camera models of interest are pairs of projective camera models which map subsets of \( \mathbb{P}^3 \) containing \( \mathcal{V} \), into \( \mathbb{P}^2 \times \mathbb{P}^2 \). Projective models of this type have been widely used in computer vision [31, 13, 18, 19, 30, 1] in part because they include as special cases the perspective, affine, and orthographic camera models. By restricting our attention to projective models, we are able to provide a complete and concise characterization of decidable tasks in terms of their invariance under the group of projective transformations [31].

3.1 Uncalibrated Stereo Vision Systems

In order to formalize the notion of a camera as a sensor, we need to delineate both the structure of the camera mapping and the domain over which it operates. Although the general structure of a projective camera model is well known in computer vision [31, 13], it is important to realize that it is not sufficient, for this analysis, to consider cameras simply as maps from \( \mathbb{P}^3 \) to \( \mathbb{P}^2 \). To do so would introduce models with singular points (points at which injectivity breaks down) as well as points in \( \mathbb{P}^3 \) which have no rendering in terms of the underlying physical system that we are modeling [13].

Thus, we proceed as follows. For any real \( 3 \times 4 \) full-rank matrix \( M \), let \( \mathbb{P}^3_M \) denote the set of all points in \( \mathbb{P}^3 \) except for \( \text{Ker} \, M \). We call the function \( M \) from \( \mathbb{P}^3_M \) to \( \mathbb{P}^2 \) defined by the rule \( \mathbb{R}x \mapsto \mathbb{R}Mx \) the global camera model induced by \( M \) and we call \( \text{Ker} \, M \) the optical center of \( M \) \(^5\).

Consider now a pair of global camera models, \( M \) and \( N \), whose optical centers are distinct. We define the baseline of the two-camera system to be the line in \( \mathbb{P}^3 \) on which the optical centers of \( M \) and \( N \) lie, namely \( \ell \triangleq \text{Ker} \, M \oplus \text{Ker} \, N \). Let \( \mathbb{P}^3_\ell \) denote the set of all points in

\(^5\)When it is possible to write \( M \) in the form

\[
M = \begin{bmatrix} H & -Hc \end{bmatrix}
\]

where \( H \) is a nonsingular \( 3 \times 3 \) matrix, and \( c \) is a vector in \( \mathbb{R}^3 \), then \( M \) models a projective camera with center of projection at \( c \) [13]. In this case the kernel of \( M \) is \( \mathbb{R} \langle \ell \rangle \) which justifies calling it the optical center of \( M \). One special case occurs when \( H = R \), where \( R \) is a \( 3 \times 3 \) rotation matrix. In this case, \( M \) models a perspective camera with unit focal length, optical center at \( c \in \mathbb{R}^3 \), and orientation defined by \( R \). On the other hand, it is also possible for \( M \) to be of the form

\[
M = \begin{bmatrix} R & -Rc \\ 0_{1 \times 3} & 1 \end{bmatrix}
\]

where \( \hat{R} \triangleq \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} R \) and \( R \) is a rotation matrix. In this case, \( M \) models an orthographic camera whose coordinate frame is defined by the rotation matrix \( R \). The kernel of \( M \) is \( \mathbb{R} \langle r_3 \rangle \) where \( r_3 \) is the third column of \( R' \). This model also can be regarded as a perspective camera model with optical center at infinity and “orientation” defined by the \( z \)-axis of the coordinate frame.
Except for those that lie on \( \ell \). We call the function \( G = \{ M, N \} \) from \( \mathbb{P}^3_\ell \) to the image space \( \mathcal{Y} \cong \mathbb{P}^2 \times \mathbb{P}^2 \), defined by the rule \( \mathbb{R}x \mapsto \{ \mathbb{R}Mx, \mathbb{R}Nx \} \), the global two-camera model\(^6\) induced by \( \{ M, N \} \).

As a consequence of these definitions, it is straightforward to show that any global two-camera model so defined is injective on \( \mathbb{P}^3_\ell \). However, as suggested above, the domain \( \mathbb{P}^3_\ell \) is still larger than we might desire. For example, if we took the field of view of the cameras to be \( \mathbb{P}^3_\ell \) for some line \( \ell \) in \( \mathbb{P}^3 \), then the set of two-camera models consistent with this field of view would be reduced to only those two-camera models whose baseline is precisely \( \ell \). In fact, it will turn out later (specifically Lemma 5 of the next section) that we need to exclude from \( \mathcal{Y} \) at least the points on one plane in \( \mathbb{P}^3 \). Although the choice of this plane (or any larger set for that matter) is arbitrary, we will specifically restrict our attention to two-camera models whose fields of view are a given subset \( \mathcal{V} \subset \mathbb{P}^3 \) of the form

\[
\mathcal{V} \cong \left\{ \mathbb{R} \begin{bmatrix} w \\ 1 \end{bmatrix} : w \in \mathcal{B} \right\}
\]

where \( \mathcal{B} \) is a nonempty subset of \( \mathbb{R}^3 \). Under the canonical mapping between \( \mathbb{R}^4 \) and \( \mathbb{P}^3 \), we exclude by this construction the points in the “plane at infinity,” namely points in \( \mathbb{P}^3 \) which have no corresponding point in \( \mathbb{R}^3 \).

In the sequel we say that the baseline of a global two-camera model \( G \) lies outside of \( \mathcal{V} \) if there is no point on the baseline of \( G \) which is also in \( \mathcal{V} \). For each such \( G \) it is possible to define a restricted function from \( \mathcal{V} \) to \( \mathcal{Y} \) by the rule \( v \mapsto G(v) \). We denote this function by \( G|\mathcal{V} \) and refer to it as the two-camera model determined by \( G \) on \( \mathcal{V} \). By the set of all uncalibrated two-camera models on \( \mathcal{V} \), written \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \), is meant the set of all two-camera models which are determined by global two-camera models whose baselines lie outside of \( \mathcal{V} \). For the remainder of this article, any stereo vision system whose cameras admit a model which is known to be in this class but is otherwise unknown, is said to be uncalibrated.

### 3.2 Weakly Calibrated Stereo Vision Systems

It is well-known that, given measurements of a sufficient number of points in “general position” by a stereo camera system, it is possible to compute a one-dimensional constraint on the (stereo) projection of any point-features in the two-camera field of view [29, 13, 33, 46]. A stereo camera system for which this information, the “epipolar constraint,” is known is often referred to as weakly calibrated [35].

It follows that we can view weak calibration as a restriction on the class of two-camera models which can be characterized as follows. Let us write \( \text{GL}(4) \) for the general linear group of real, nonsingular, \( 4 \times 4 \) matrices. For each such matrix \( A \), \( A \) denotes the corresponding projective transformation defined on \( \mathbb{P}^3 \rightarrow \mathbb{P}^3 \) by the rule \( \mathbb{R}x \mapsto \mathbb{R}Ax \). For each fixed global two-camera model \( G_0 \) whose baseline \( \ell \) lies outside of \( \mathcal{V} \), let \( \mathcal{C}[G_0] \) denote the set of

\(^6\)Henceforth, the term “two-camera model” is taken to mean a projective two-camera model.
two-camera models

\[ \mathcal{C}[G_0] \triangleq \{ G_0 \circ (A|\mathcal{V}) : A \in \text{GL}(4), \text{ and } A(\mathcal{V}) \subset \mathbb{P}^3 \}, \tag{11} \]

where \( A|\mathcal{V} \) is the restricted function \( \mathcal{V} \to \mathbb{P}^3, \ v \mapsto A(v) \). This function is well defined—in that its codomain is sufficiently large to always contain \( A(v) \)—for any \( A \in \text{GL}(4) \) such that \( A(\mathcal{V}) \subset \mathbb{P}^3 \). It is easy to verify that for any \( G_0 \) in \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \), \( \mathcal{C}[G_0] \) is contained within \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \).

The definition of the set \( \mathcal{C}[G_0] \) is designed to include all two-camera models which are indistinguishable from \( G_0 \) based on observed data—that is, all those that have the same weak calibration as \( G_0 \). Alternatively, \( \mathcal{C}[G_0] \) could also have been defined as the set of all global two-camera models that are injective on \( \mathcal{V} \) and have the same fundamental matrix [13] as \( G_0 \). As is stated in the following lemma, these two definitions are, in fact, equivalent.

**Lemma 4** Let \( G_0 \) be a given global two-camera model whose baseline lies outside \( \mathcal{V} \). The set \( \mathcal{C}[G_0] \) contains all two-camera models that are injective on \( \mathcal{V} \) and have the same fundamental matrix as \( G_0 \).

One implication of Lemma 4 is that for a camera pair with known fundamental matrix, the two-camera model is known up to a right-composition with a (suitably restricted) projective transformation. Therefore, reconstruction done with such a system can only be correct up to a projective transformation on the point-features as was reported in [12]. For completeness we include in the Appendix a compact proof of Lemma 4. Finally, the following technical result will be needed:

**Lemma 5** Let \( G_0 \) be a given global two-camera model whose baseline lies outside \( \mathcal{V} \). For any matrix \( A \in \text{GL}(4) \), there always exists a global two-camera model \( G_1 \) such that both \( G_1|\mathcal{V} \) and \( G_1 \circ (A|\mathcal{V}) \) are in \( \mathcal{C}[G_0] \).

The proof of this lemma (included in the appendix) depends on the fact that there is at least one plane in \( \mathbb{P}^3 \) which is not in \( \mathcal{V} \)—hence our definition of the field of view as excluding at least one plane in \( \mathbb{P}^3 \).

### 3.3 Decidability for Weakly Calibrated Stereo Vision Systems

As noted above, it has been shown that, with a “weakly calibrated” stereo system, it is possible to reconstruct the position of point-features in the two-cameras’ field of view from image measurements. However, this reconstruction is only unique up to a projective transformation [12]. These findings suggest that there should be a connection between the decidability of a task \( T(f) = 0 \) on a weakly calibrated two-camera class and the properties of \( T(f) = 0 \) which are invariant under projective transformations. To demonstrate that this is so, we
begin by defining what is meant by a “projectively invariant task”. For each $A \in \text{GL}(4)$, let $\tilde{A}$ denote the extended function from $\mathbb{P}^3$ to $\mathbb{P}^3$ defined by the rule

$$\{p_1, p_2, \ldots, p_n\} \mapsto \{\tilde{A}(p_1), \tilde{A}(p_2), \ldots \tilde{A}(p_n)\}$$

where $(\mathbb{P}^3)^n$ denotes the Cartesian product of $\mathbb{P}^3$ with itself $n$ times. We call two points $f$ and $g$ in $\mathcal{F}$ *projectively equivalent*\(^7\) if there exists an $A$ in $\text{GL}(4)$ such that $f = \tilde{A}(g)$. A task $T(f) = 0$ is said to be *projectively invariant on $\mathcal{F}$* if for each pair of projectively equivalent points $f, g \in \mathcal{F}$,

$$T(f) = T(g) \quad (12)$$

In other words, $T(f) = 0$ is projectively invariant on $\mathcal{F}$, just in case $T$ is constant on each equivalence class of projectively equivalent features within $\mathcal{F}$. It follows that $T$ is a projective invariant [31].

The main result of this section is the following:

**Theorem 1 (Weak Calibration)** Let $G_0$ be a fixed global two-camera model whose baseline lies outside of $\mathcal{V}$. A task $T(f) = 0$ is decidable on $\mathcal{C}[G_0]$ if and only if it is projectively invariant.

In short, with a weakly calibrated two-camera system, any projectively invariant task is verifiable with at least one encoding. Moreover, any task which is not projectively invariant is *not* verifiable with any type of encoding. In Section 3.5 we will see how to constructively generate all projectively invariant tasks for certain feature spaces.

Not coincidentally, all the tasks defined in Section 2.1 are projectively invariant, and therefore decidable on any set of weakly calibrated two-camera models. Suppose however that we change the collinearity task $T_{3p_4}$ by demanding that the task be accomplished only when the point feature $f_3$ is collinear and *equidistant* from $f_1$ and $f_2$. Here, equidistance refers to the Euclidean distance between the corresponding points in $\mathbb{R}^3$ (cf. Footnote 2 in page 4). This new task $T_{\text{equi}}(f) = 0$ is no longer decidable on sets of weakly calibrated two-camera models. This follows directly from Theorem 1 because projective transformations do not preserve Euclidean distances, and therefore $T_{\text{equi}}(f) = 0$ is not projectively invariant. In practice, this means that, in order to decide whether or not the task $T_{\text{equi}}(f) = 0$ has been accomplished, one needs a stereo vision system for which more than weak calibration is available.

In the proof which follows, for each global two-camera $G : \mathbb{P}^3 \rightarrow \mathcal{V}$, $\tilde{G}$ denotes the extended function from $(\mathbb{P}^3)^n$ to $\mathcal{V}^n$ which is defined by the rule

$$\{p_1, p_2, \ldots, p_n\} \mapsto \{G(p_1), G(p_2), \ldots, G(p_n)\}.$$ 

Here $(\mathbb{P}^3)^n$ denotes the Cartesian product of $\mathbb{P}^3$ with itself $n$ times.

---

\(^7\)Projective equivalence is an equivalence relation on $\mathcal{F}$ because the set of extensions to $(\mathbb{P}^3)^n$ of all projective transformations on $\mathbb{P}^3$, is a group with composition rule $(\tilde{A}_1, \tilde{A}_2) \mapsto \tilde{A}_1 \circ \tilde{A}_2$. 
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Proof of Theorem 1: Suppose that $T(f) = 0$ is projectively invariant. To prove that $T(f) = 0$ is decidable on $\mathcal{C}[G_0]$ let $f, g \in \mathcal{F}$ be any pair of features such that $\bar{C}_1(f) = \bar{C}_2(g)$, where $\bar{C}_1$ and $\bar{C}_2$ are extensions of some two-camera models $C_1, C_2 \in \mathcal{C}[G_0]$. By Lemma 2, it is enough to show that $T(f) = T(g)$.

Since $C_1, C_2 \in \mathcal{C}[G_0]$, there must be matrices $A_i \in \text{GL}(4)$ such that $C_i = \{G_0 \circ A_i\}|\mathcal{V}$, $i \in \{1, 2\}$ and

$$A_i(\mathcal{V}) \subset \mathbb{P}^3_\ell, \quad i \in \{1, 2\}$$

where $\ell$ is the baseline of $G_0$. Thus $\bar{C}_1(f) = \bar{C}_0(\bar{A}_1(f))$ and $\bar{C}_2(g) = \bar{C}_0(\bar{A}_2(g))$. Hence $\bar{C}_0(\bar{A}_1(f)) = \bar{C}_0(\bar{A}_2(g))$. Now each point feature in the list $\bar{A}_1(f)$ and in the list $\bar{A}_2(g)$ must be in $\mathbb{P}^3_\ell$ because of (13). Thus $\bar{A}_1(f)$ and $\bar{A}_2(g)$ must be points in $(\mathbb{P}^3_\ell)^n$. It follows that $\bar{A}_1(f) = \bar{A}_2(g)$ since $G_0$ is injective. This means that $f = \{\bar{A}_1^{-1} \circ \bar{A}_2\}(g)$ and thus that $f$ and $g$ are projectively equivalent. Hence $T(f) = T(g)$.

To prove the converse, now suppose that $T(f) = 0$ is decidable on $\mathcal{C}[G_0]$. Pick two projectively equivalent features $f, g \in \mathcal{F}$ and a matrix $A \in \text{GL}(4)$ such that $f = \bar{A}(g)$. By Lemma 5 there are two two-camera models in $\mathcal{C}[G_0]$ that can be written as $C_1 = G_0 \circ (B|\mathcal{V})$ and $C_2 = G_0 \circ (B \circ A|\mathcal{V})$, with $B \in \text{GL}(4)$. Then, it follows that $\bar{C}_1(f) = \bar{C}_2(g)$ and therefore that $T(f) = T(g)$, because of Lemma 2 and the hypothesis of decidability on $\mathcal{C}[G_0]$.

\section{Decidability for Uncalibrated Stereo Vision Systems}

As it stands, Theorem 1 applies only to stereo vision systems which are weakly calibrated. However, since being projectively invariant is a necessary condition for the task $T(f) = 0$ to be decidable on $\mathcal{C}[G_0]$, projective invariance must also be a necessary condition for the task $T(f) = 0$ to be decidable on $\mathcal{C}_{uncal}[\mathcal{V}] \supset \mathcal{C}[G_0]$. We can thus state the following.

\begin{corollary}
If $T(f) = 0$ is decidable on $\mathcal{C}_{uncal}[\mathcal{V}]$, then $T(f) = 0$ is projectively invariant.
\end{corollary}

The reverse implication, namely that projective invariance of a task implies decidability on $\mathcal{C}_{uncal}[\mathcal{V}]$, is false. One counter example is the collinearity task $T_{3pt}(f) = 0$ defined in Section 2.1. Clearly, the task $T_{3pt}(f) = 0$ is projectively invariant because projective transformations preserve collinearity. Yet, this task is not decidable on $\mathcal{C}_{uncal}[\mathcal{V}]$. Indeed, there are pairs of two-camera models $C_1, C_2 \in \mathcal{C}_{uncal}[\mathcal{V}]$ and pairs of features $f, g \in \mathcal{F}$ at which $\bar{C}_1(f)$ and $\bar{C}_2(g)$ are equal (i.e., $f$ and $g$ “look” the same) and yet the task is accomplished at $f$ but not at $g$. This happens in certain configurations for which all point-features in the list $f$ and the optical centers of the global two-camera models that determine $C_1$ are coplanar in $\mathbb{P}^3$ and also when all point-features in the list $g$ and the optical centers of the global two-camera models that determine $C_2$ are coplanar in $\mathbb{P}^3$. Figure 2 shows one such configuration. In geometric terms, the task fails to be decidable because of configurations in which the point-features and the cameras’ optical centers all lie in the same epipolar plane.
Figure 2: Ambiguous configurations for the collinearity task \( T_{3pt}(f) = 0 \) with an uncalibrated stereo vision system. The black dots represent point-features and the white dots optical centers of the two-camera models \( C_1 \) and \( C_2 \). All points are on the same plane. The solid lines represent the intersection of the image planes of the cameras with the plane where all the point-features lie. For these configurations we have \( \bar{C}_1(f) = \bar{C}_2(g) \) and yet \( f \equiv \{f_1, f_2, f_3\} \) accomplishes the coplanarity task but \( g \equiv \{g_1, g_2, g_3\} \) does not. This task is therefore not decidable on \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \) because of Lemma 2.

Practically speaking, the task can be accomplished with uncalibrated cameras provided such configurations can be avoided [15].

Another example of a projectively invariant task that is not decidable using uncalibrated two-cameras is coplanarity—that is the task \( T_{cp}(f) = 0 \) is not decidable on \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \). It is interesting to note that the collinearity task fails to be decidable because there is a “small” set of configurations where the task is not verifiable using any encoding. Thus, it is still possible to verify the accomplishment of this task, without weak calibration, provided the problem can be constrained to avoid such configurations. On the other hand, there is no situation (without introducing additional constraints on feature sets) where coplanarity could be decided using uncalibrated two-cameras.

These results also clarify the value of performing weak calibration. First, weak calibration removes (visually) singular configurations from the robot workspace and in turn makes the problem of designing control algorithms simpler. Second, weak calibration augments the class of decidable tasks.

### 3.5 Classes of Tasks

One way of viewing our results to this point is as follows. Fix a field of view \( \mathcal{V} \) and a feature space \( \mathcal{F} \subset \mathcal{V}^n \). Let \( \mathcal{T}_{\text{pc}} \) denote the set of all point-coincidence tasks on \( \mathcal{F} \) as defined in Section 2.4, let \( \mathcal{T}_{\text{Flav}} \) denote the set of all projectively invariant tasks on \( \mathcal{F} \), and let \( \mathcal{T}_{\text{uncal}} \) and \( \mathcal{T}_{\text{wkcal}} \) denote the set of tasks which are decidable on \( \mathcal{C}_{\text{uncal}}[\mathcal{V}] \) and \( \mathcal{C}[G_0] \) for some \( G_0 \in \mathcal{C}_{\text{uncal}}[\mathcal{V}] \), respectively. Then from the preceding analysis, we know that
\[ \mathcal{T}_{pc} \subset \mathcal{T}_{unca} \subset \mathcal{T}_{wica} = \mathcal{T}_{P inv} \]

One might now reasonably ask how rich these sets are. In particular, we were able to 
constructively define the set of point-coincidence tasks, and as a result were also able to
construct an encoding for any task in the class. Is this also possible for the sets \( \mathcal{T}_{unca} \) and
\( \mathcal{T}_{P inv} \)?

The structure of the set \( \mathcal{T}_{P inv} \) has been studied in [20] with some generality. Here, we take
from [21] a characterization for \( \mathcal{T}_{P inv} \) for the special cases when \( n \in \{2, 3, 4\} \). For a given set
of tasks \( \mathcal{T} \), let us say that the task \( T(f) = 0 \) can be generated by \( \mathcal{T} \) if it can be obtained by
applying any number of the three task construction primitives defined in Section 2.4 to the
tasks in \( \mathcal{T} \). The following is taken from [21]:

**Theorem 2** Given the feature space \( \mathcal{F} = \mathcal{V}^n \), the following statements are true:

1. For \( n = 2 \) any projectively invariant task can be generated by a set consisting of exactly
one task, namely the one specified by the point-to-point task function \( T_{pp} \).

2. For \( n = 3 \) any projectively invariant task can be generated by the set of tasks specified
by the two task functions \( f \mapsto T_{pp}([f_1, f_2]) \) and \( T_{3pt} \).

3. for \( n = 4 \) any projectively invariant task can be generated by the set of tasks specified by
the three task functions \( f \mapsto T_{pp}([f_1, f_2]), f \mapsto T_{3pt}([f_1, f_2, f_3]), \) and \( T_{cp} \), together

\[
\begin{align*}
f & \mapsto \begin{cases}
0 & \text{if } f_1, f_2, f_3, f_4 \text{ on the same line in } \mathbb{P}^3 \text{ with cross ratio } 31 \rho \\
1 & \text{otherwise}
\end{cases}
\end{align*}
\]

where \( \rho \) takes values in \( \mathbb{R} \).

To illustrate this theorem consider for example the task \( T_{col}(f) = 0 \) defined on \( \mathcal{F}_{col} \triangleq \mathcal{V} \times
\mathcal{V} \times \mathcal{V} \) by the rule

\[
\{f_1, f_2, f_3\} \mapsto \begin{cases}
0 & \text{the } f_i \text{'s are all collinear in } \mathbb{P}^3 \text{ but no two are coincident} \\
1 & \text{otherwise}
\end{cases}
\]

The accomplishment of this task corresponds to a stronger condition than the accomplish-
ment of \( T_{3pt}(f) = 0 \), since we exclude degenerate cases in which the collinearity is due to two
of the points being coincident. The task \( T_{col}(f) = 0 \) is projectively invariant and, because of
Theorem 2, it is not surprising to discover that it can be written as

\[
\neg \left( \neg T_{col} \lor T_{pp} \lor \pi T_{pp} \lor \tilde{\pi} T_{pp} \right)(f) = 0
\]
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where $\pi$ and $\bar{\pi}$ denote the permutations $\{1, 3, 2\}$ and $\{2, 3, 1\}$, respectively. Note, in particular, that $(T_{pp} \lor \pi T_{pp} \lor \bar{\pi} T_{pp})(f) = 0$ corresponds to a task that is accomplished whenever any two of the three point-features are coincident. In practice, Theorem 2 is quite useful because it allows one to “enumerate” all tasks that are projectively invariant by applying all task construction primitives to the generators of each class of tasks. As with the family of point-coincidence tasks, the constructiveness of these definitions makes it straightforward to construct encodings for every member of each class of tasks.

4 Implications for Vision-Based Control

In the introduction we described two commonly used control system architectures for accomplishing vision-based tasks: position-based control and image-based control. Following the generally accepted definitions developed by [43] and summarized in [25], a position-based control architecture is one in which there is an explicit conversion of measured image features to task-space coordinates of those features. The control problem is then solved in task space. In contrast, an image-based control architecture is one in which there is no explicit conversion of measured image features to workspace coordinates of those features. Instead, a control signal is generated directly from measured image information. It should be noted, however, that even when such an estimate is not used in the encoding, a reasonably good (but not necessarily perfect) estimate of $C_{\text{actual}}$ is often necessary in practice. For example, such an estimate may be necessary to construct a feedback controller which provides (at least) loop-stability and consequently a guarantee that the encoded task can be accomplished in practice. In practice, the non-existence of an explicit reconstruction of workspace coordinates is difficult to formalize in a precise way. Therefore, here we take the position that all architectures can be regarded as image-based whereas only those architectures that exhibit an explicit reconstruction of workspace coordinates shall be called position-based.

In general, control architectures are designed so as to drive to zero a specific “control error,” which is a function $E$ of the two-camera measurements $y$. Thus, $E$ can be regarded as an encoded task function. The dichotomy between position-based and image-based architectures is directly related to the form of the encoding used to generate the control error. Specifically, image-based architectures do not necessarily commit to any particular structure of the encodings whereas position-based architectures employ encodings that include an explicit conversion of measured image features to workspace coordinates of those features.

From the results of the previous section, we know that an image-based control architecture can, with the proper choice of encodings, precisely accomplish the widest possible range of tasks, namely those that are decidable. However, what of position-based architectures? In this section, we explore some of the encodings that are used to generate control errors in position-based architectures and point out some of the potential limitations of this approach.
4.1 Cartesian-Based Encoding

The position-based control architecture is, in a sense, motivated by the heuristic idea of “certainty equivalence” as used in control [38, 22]. In the present context, certainty equivalence advocates that to verify a given task \( T(f) = 0 \), one should evaluate \( T(f_{\text{est}}) = 0 \) for some estimate \( f_{\text{est}} \) of \( f \) with the understanding that \( f_{\text{est}} \) is to be viewed as correct even though it may not be.

This idea leads naturally to what we refer to as a Cartesian-based task encoding. Again, the idea is to embed an “estimation procedure” in the encoding itself. The construction of such an estimate starts with the selection (usually through an independent calibration procedure) of a two-camera model \( \tilde{C}_{\text{est}} \) of \( C \) which is considered to be an estimate of \( C_{\text{actual}} \). Then, \( f_{\text{est}} \) is defined by an equation of the form

\[
  f_{\text{est}} \triangleq \tilde{C}_{\text{est}}^{-1}(y)
\]

where \( \tilde{C}_{\text{est}}^{-1} \) is one of the left inverses of \( \tilde{C}_{\text{est}} \). Note that such a left inverse can always be found because \( \tilde{C}_{\text{est}} \) is injective. In accordance with certainty equivalence, the Cartesian-based encoding of \( T(f) = 0 \) is then

\[
  T(\tilde{C}_{\text{est}}^{-1}(y)) = 0
\]

(14)

The encoded task function is thus \( E_T \triangleq T \circ \tilde{C}_{\text{est}}^{-1} \). In light of Lemma 1, it is clear that a given task \( T(f) = 0 \) will be verifiable on \( C \) by a Cartesian-based encoding of the form

\[
  (T \circ \tilde{C}_{\text{est}}^{-1})(y) = 0
\]

just in case

\[
  \text{Ker} T = \text{Ker} T \circ \tilde{C}_{\text{est}}^{-1} \circ \tilde{C}, \quad \forall C \in \mathcal{C}
\]

(15)

It is worth noting that, to encode a given task in this way, it is necessary to pick both a model \( \tilde{C}_{\text{est}} \) from \( \mathcal{C} \) and a left inverse of its extension. Because such left inverses are generally not unique, there are in fact many ways to encode \( T(f) = 0 \) in this manner, even after \( C_{\text{est}} \) has been chosen.

In practice, the appeal of Cartesian-based encodings is that, in the ideal case of perfect reconstruction, \( f_{\text{est}} \) is a metrically accurate representation of feature locations in the world. With such a reconstruction, one can phrase any task, even a task relying on an absolute measurement such as “move 3 centimeters along the line joining features \( f_1 \) and \( f_2 \)” Clearly, however, such a task is not projectively invariant. Therefore, based on the results of the previous section, in practice it is not possible to provide guarantees on the accuracy with which such a task would actually be accomplished by using a weakly calibrated two-camera system.

More importantly, there are projectively invariant tasks that are not verifiable on a weakly calibrated two-camera system, using an arbitrary Cartesian-based encoding—the collinearity
task is one of these. To see why this happens suppose we pick a feature list \( f \) consisting of 3 collinear points and an estimate \( \hat{C}_{\text{est}} \) of the actual two-camera model belonging to a set of weakly calibrated two-camera models \( \mathcal{C}[G] \) that is known to contain \( C_{\text{actual}} \). In case the measurement \( y \triangleq \hat{C}_{\text{actual}}(f) \) is not on the image of \( \hat{C}_{\text{est}} \), the value of \( \hat{C}_{\text{est}}^{-1}(y) \) is basically arbitrary. In fact, the left inverse of an injective but noninvertible function—like the two-camera models considered here—is not uniquely determined outside the image of the function and it depends on the algorithm used to compute the left inverse. In such case \( f_{\text{est}} \triangleq \hat{C}_{\text{est}}^{-1}(y) \) will, in general, not consist of 3 collinear points. Therefore \( f \in \text{Ker} \, T_{3\text{pt}} \) but \( f \not\in \text{Ker} \, T_{3\text{pt}} \circ \hat{C}_{\text{est}}^{-1} \circ \hat{C}_{\text{actual}} \), which violates (15). We shall see in Section 4.3 how to build an encoding that is guaranteed to verify the collinearity task on sets of weakly calibrated camera models.

The following statements can then be made:

1. There are projectively invariant tasks which cannot be verified on any set of weakly calibrated two-camera systems using an arbitrary Cartesian-based encoding.

2. Any member of the previously defined class of point-coincidence tasks \( T_{\text{pc}} \), can be verified by a Cartesian-based encoding on a given set of admissible two-camera models \( \mathcal{C} \), provided that

\[
\hat{C}_{\text{est}}^{-1}(y) = \{ C_{\text{est}}^{-1}(y_1), C_{\text{est}}^{-1}(y_2), \ldots, C_{\text{est}}^{-1}(y_n) \}, \quad y \in \mathcal{Y}^n
\]

for some left inverse \( C_{\text{est}}^{-1} \) of \( C_{\text{est}} \) for which \( C_{\text{est}}^{-1} \circ C \) is injective for every \( C \in \mathcal{C} \).

To prove the second statement it is enough to verify that the task \( T_{\text{pc}}(f) = 0 \) is verified by a Cartesian-based encoding on \( \mathcal{C} \). This is because the task construction primitives used to generate \( T_{\text{pc}} \) carry through to the corresponding encodings [21]. To check that \( T_{\text{pc}}(f) = 0 \) is verifiable on \( \mathcal{C} \) by a Cartesian-based encoding, pick an arbitrary two-camera model \( C \in \mathcal{C} \). A list of point-features \( f = \{ f_1, f_2, \ldots, f_n \} \in \mathcal{F} \subset \mathcal{Y}^n \) then belongs to \( \text{Ker} \, T_{\text{pc}} \circ \hat{C}_{\text{est}}^{-1} \circ \hat{C} \) just in case

\[
T_{\text{pc}} \left( \{ (C_{\text{est}}^{-1} \circ C)(f_1), (C_{\text{est}}^{-1} \circ C)(f_2), \ldots, (C_{\text{est}}^{-1} \circ C)(f_n) \} \right) = 0,
\]

which is equivalent to \( (C_{\text{est}}^{-1} \circ C)(f_1) = (C_{\text{est}}^{-1} \circ C)(f_2) \) because of (8). Since \( (C_{\text{est}}^{-1} \circ C) \) is assumed injective, this is equivalent to \( f_1 = f_2 \) and therefore \( T_{\text{pc}}(f) = 0 \). We have shown that \( \text{Ker} \, T_{\text{pc}} \circ \hat{C}_{\text{est}}^{-1} \circ \hat{C} = \text{Ker} \, T_{\text{pc}} \). The verifiability on \( \mathcal{C} \) of \( T_{\text{pc}}(f) = 0 \) by the Cartesian-based encoding \( (T_{\text{pc}} \circ \hat{C}_{\text{est}}^{-1})(y) = 0 \) then follows from Lemma 1.
4.2 Modified Cartesian Encoding

Suppose, for a fixed set of projective two-camera models $C$, we let $T_{\text{Cart}}$ and $T_{\text{Im}}$ denote the set of all tasks which can be verified on $C$ with a Cartesian-based and image-based encodings (as defined above), respectively. The results of this section thus far demonstrate that $T_{\text{Cart}}$ is a strict subset of $T_{\text{Im}}$. A specific example of a task which cannot be performed with an arbitrary Cartesian-based encoding is that of positioning a point at the midpoint of four coplanar points as illustrated in Figure 3. This task fails to be verified by a Cartesian-based encoding for the same reason the collinearity task fails to be verified by this type of encoding (cf. Section 4.1). In fact, this task can be regarded as the “conjunction” of two collinearity tasks: one that is accomplished when $f_1$, $f_2$, and $f_{\text{new}}$ are collinear and another that is accomplished when $f_2$, $f_3$, and $f_{\text{new}}$ are collinear.

One of the motivations for the use of Cartesian-based encodings is the fact that they use estimates of features (i.e., $f_{\text{est}}$) taking values in Cartesian space which, in turn, is the natural space for specifying robot positioning tasks. One might now reasonably ask if there is a way of “enriching” $T_{\text{Cart}}$ so that one might gain the advantage of using more intuitive position-based control while retaining the robustness of image-based control. The “modified” Cartesian-based encoding, introduced in [4], is one way of extending the idea of Cartesian-based encodings to encompass a richer set of tasks.

The central idea in modified Cartesian-based encodings is to reformulate a positioning task, initially defined on some feature set $F \subset \mathcal{V}^n$, on a new feature space $F_{\text{new}} \subset \mathcal{V}^n$. In

\footnote{This can be illustrated with the following example: Consider the function $f : \mathbb{R} \rightarrow \mathbb{R}^2$ defined by $f(a) = [a \ a]^T$. The function $f$ admits two left inverses $g_1, g_2 : \mathbb{R} \rightarrow \mathbb{R}^2$ defined by $g_1([a \ b]) = a$ and $g_1([a \ b]) = (a + b)/2$, respectively. Both $g_1$ and $g_2$ are valid left inverses because $g_1 \circ f$ and $g_2 \circ f$ are equal to the identity map in $\mathbb{R}$. However, although the values of the two left inverses match over $\text{Im} f = \{[a \ a]^T : a \in \mathbb{R}\}$, they differ outside this set.}
what follows, let \( \mathcal{F}_{\text{new}} \) be fixed and write \( \tilde{C}_{\text{new}} \) for the extension of \( C \in \mathcal{C} \) to \( \mathcal{F}_{\text{new}} \). We say that a function \( H : \mathcal{F} \to \mathcal{F}_{\text{new}} \) factors through \( \mathcal{C} \) if there is a function \( K \) such that
\[
\tilde{C}_{\text{new}} \circ H = K \circ C, \quad \forall C \in \mathcal{C}
\] (16)

Intuitively, \( H \) is a construction on the feature space which results in “new” features. \( K \) is a construction, based on observed data, which results in a “new” measurement in \( \mathcal{F}_{\text{new}} \). For example, Figure 3 (right) illustrates the geometric construction of the midpoint of four coplanar points. In this case, \( H_{\text{midpt}} \) would be the function which maps lists of four features \((f_1 \text{ through } f_4 \text{ in the figure})\) into a single feature—the midpoint \((f_{\text{new}} \text{ in the figure})\). \( K_{\text{midpt}} \) would be the function which does the same construction on the pair of camera images. That is, for each camera of the two-camera model, \( K_{\text{midpt}} \) maps lists of four points in \( \mathbb{P}^2 \) to the intersection of the two lines defined by the four points. Since projective cameras preserve collinearity, \( H_{\text{midpt}} \) factors through any set of projective two-cameras provided that the four point-features are not coplanar with the optical centers of any of the cameras. Note that when the four point-features and the optical center of a projective camera are coplanar the four points appear collinear in the image plane and therefore their intersection is not well defined.

Suppose that \( T \) is a given task function which can be factored as
\[
T = T_{\text{new}} \circ H
\] (17)
where \( T_{\text{new}} \) is a new task function and \( H \) is a surjective function which factors through \( \mathcal{C} \) for some \( K \). Let \( f_{\text{new}} \) and \( y_{\text{new}} \) denote new feature and output vectors respectively, defined by the equations
\[
f_{\text{new}} \triangleq H(f), \quad y_{\text{new}} \triangleq K(y). \tag{18}
\]
The tasks \( T(f) = 0 \) and \( T_{\text{new}}(f_{\text{new}}) = 0 \) are equivalent in the sense that
\[
T(f) = 0 \iff T_{\text{new}}(f_{\text{new}})|_{f_{\text{new}}=H(f)} = 0, \quad \forall f \in \mathcal{F} \tag{19}
\]
It is also easy to see that
\[
y_{\text{new}} = \tilde{C}_{\text{new}}(f_{\text{new}}) \tag{20}
\]
where \( \tilde{C}_{\text{new}} \) is the extension of \( C_{\text{actual}} \) to \( \mathcal{F}_{\text{new}} \).

Suppose that \( E_{T_{\text{new}}}(y_{\text{new}}) = 0 \) is an encoding that verifies \( T_{\text{new}}(f_{\text{new}}) = 0 \) on \( \mathcal{C} \). Then, because of the surjectivity of \( H \) and the equivalence of \( T_{\text{new}}(f_{\text{new}}) = 0 \) and \( T(f) = 0 \) noted above, it must be true that verifiability of \( T_{\text{new}}(f_{\text{new}}) = 0 \) on \( \mathcal{C} \) with \( E_{T_{\text{new}}}(y_{\text{new}}) = 0 \) implies verifiability of \( T(f) = 0 \) on \( \mathcal{C} \) with \((E_{T_{\text{new}} \circ K})(y) = 0 \). The converse must also be true; that is, if \( T(f) = 0 \) is verifiable on \( \mathcal{C} \) with the encoded task \((E_{T_{\text{new}} \circ K})(y) = 0 \), then \( T_{\text{new}}(f_{\text{new}}) = 0 \) is necessarily verifiable on \( \mathcal{C} \) with the encoded task \( E_{T_{\text{new}}}(y_{\text{new}}) = 0 \).
Formally, a modified Cartesian-based encoding of a given task $T(f) = 0$ is then any encoding of the form

$$(T_{\text{new}} \circ \bar{C}_{\text{est}_{\text{new}}}^{-1} \circ K)(y) = 0$$

where $T_{\text{new}}$ is a factor of $T$ in a formula of the form $T = T_{\text{new}} \circ H$, $H$ is a surjective function which factors through $\mathcal{C}$ with $K$, and $\bar{C}_{\text{est}_{\text{new}}}^{-1}$ is a left inverse of the extension of an estimate $C_{\text{est}} \in \mathcal{C}$ to $\mathcal{F}_{\text{new}}$. The form of a modified Cartesian-based task function is thus

$$E_T = T_{\text{new}} \circ \bar{C}_{\text{est}_{\text{new}}}^{-1} \circ K.$$ Note that

$$(T_{\text{new}} \circ \bar{C}_{\text{est}_{\text{new}}}^{-1})(y_{\text{new}}) = 0,$$

is a Cartesian-based encoding of $T_{\text{new}}(f_{\text{new}}) = 0$. Thus a modified Cartesian-based encoding of $T(f) = 0$ can be thought of as a transformed version of a Cartesian-based encoding of $T_{\text{new}}(f_{\text{new}}) = 0$.

Continuing with the example above, we can now specify the task of determining if a fifth point is the midpoint of four coplanar points using the task function

$$T_{\text{midpt}} = T_{pp} \circ R_{\text{midpt}}$$

and the corresponding task encoding

$$E_{\text{midpt}} = T_{\text{midpt}} \circ C_{\text{est}_{\text{new}}}^{-1} \circ R_{\text{midpt}},$$

where $R_{\text{midpt}}$ is defined by

$$\{f_1, f_2, f_3, f_4, f_5\} \rightarrow \{H_{\text{midpt}}(\{f_1, f_2, f_3, f_4\}), f_5\}.$$ The function $R_{\text{midpt}}$ factors through $\mathcal{C}$ with

$$\{y_1, y_2, y_3, y_4, y_5\} \rightarrow \{K_{\text{midpt}}(\{y_1, y_2, y_3, y_4\}), y_5\}$$

and therefore $E_{\text{midpt}}(y) = 0$ verifies $T_{\text{midpt}}(f) = 0$ on any set of projective two-cameras $\mathcal{C}$ whose optical centers are never coplanar with the first four point-features of the lists in $\mathcal{F}$.

A Cartesian-based encoding is a special case of a modified Cartesian-based encoding in which $\mathcal{F}_{\text{new}} = \mathcal{F}$, $H$ is the identity on $\mathcal{F}$ and $T_{\text{new}} = T$. Thus every Cartesian-based encoding of a given task $T(f) = 0$ on $\mathcal{C}$ is a modified Cartesian-based encoding, whereas every modified Cartesian-based encoding is an image-based encoding. In other words, for any given class of two-camera models $\mathcal{C}$, we have the ordering

$$\mathcal{T}_{\text{Ibased}} \subset \mathcal{T}_{\text{MCbased}} \subset \mathcal{T}_{\text{Cbased}}$$

where $\mathcal{T}_{\text{MCbased}}$ denotes the class of all tasks that can be verified on $\mathcal{C}$ using modified Cartesian-based encodings.

\footnote{Since $T_{\text{midpt}}(f) = 0$ is projectively invariant on any feature space $\mathcal{F}$, this task is decidable on any set of weakly calibrated two-camera models. However, it may not be verifiable with a modified Cartesian-based encoding if the above condition regarding the optical centers is not met.}
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4.3 Partial Calibration

In this section we introduce a new form of encoding, which is inspired by the Cartesian-based encoding, but that can be used to verify any decidable task. The key to achieving this property is to build a form of online calibration into the encoding—namely, a calibration that is consistent with the measured data.

Suppose that \( T(f) = 0 \) is a decidable task on some fixed set of two-camera models \( \mathcal{C} \). Then the assignment

\[
y \mapsto \begin{cases} 
T(\tilde{C}^{-1}(y)) & y \in \text{Im} \tilde{C} \text{ for some } f \in \mathcal{F} \text{ and } C \in \mathcal{C} \\
1 & \text{otherwise}
\end{cases}
\]

(21)

where \( \tilde{C}^{-1} \) denotes any left inverse of \( \tilde{C} \), specifies a well-defined function \( E_T : \mathcal{Y}^n \to \mathbb{R} \). In fact, the value of \( E_T(y) \) computed by (21) is independent of the choice of \( \tilde{C} \) (provided that \( y \in \text{Im} \tilde{C} \)) and the choice of its left inverse \( \tilde{C}^{-1} \). This is because, if there are two-camera models \( C_1, C_2 \in \mathcal{C} \) such that \( y \in \text{Im} C_1 \cap \text{Im} C_2 \) and therefore \( y = \tilde{C}_1(f) = \tilde{C}_2(g) \) for some \( f, g \in \mathcal{F} \), then

\[
T(\tilde{C}_1^{-1}(y)) = T(f) = T(g) = T(\tilde{C}_2^{-1}(y))
\]

Here we have used Lemma 2.

By construction, the encoding specified by (21) has the property that, for every \( C \in \mathcal{C} \),

\[
E_T(y) \big|_{y = \tilde{C}(f)} = T(f), \quad f \in \mathcal{F}
\]

Therefore, \( E_T \circ \tilde{C} = T, \ C \in \mathcal{C} \). From this and Lemma 1, one concludes that \( T(f) = 0 \) is verifiable on \( \tilde{C} \) with \( E_T(y) = 0 \). The following can then be stated:

**Lemma 6** If the task \( T(f) = 0 \) is decidable on some fixed set of two-camera models \( \mathcal{C} \), then the encoding specified by (21) verifies \( T(f) = 0 \) on \( \mathcal{C} \).

What distinguishes the Cartesian-based encoding in (14) from the one specified by (21) is that in the latter, reconstruction is always done using a two-camera model that could have produced the measured data. This is because, in (21), for a given \( y \in \mathcal{Y} \),

\[
E_T(y) = T(f_{\text{est}})
\]

with the estimated feature \( f_{\text{est}} \) given by

\[
f_{\text{est}} = \tilde{C}^{-1}(y)
\]

for some two-camera model \( C \in \mathcal{C} \) such that \( y \in \text{Im} C \), i.e., for some two-camera model \( C \in \mathcal{C} \) that could have produced the measurement \( y \). For example, with projective cameras,
we would never try to estimate the true feature list using a two-camera model $C$ for which $y$ would violate the epipolar constraint. In fact, such model could have never produced $y$.

In practice, this means that for different measurements in $\mathcal{Y}^m$ one may have to compute the estimated feature $f_{\text{est}}$ using left inverses of distinct two-camera models. We can therefore regard the encoding specified by (21) as a form of Cartesian-based encoding that, for each measurement $y$, restricts the set of admissible two-camera models to those models $C$ that are compatible with $y$, in that this measurement could have been produced by $C$. In this sense, this encoding includes a form of online calibration. However, this calibration is often only “partial” because the observed data may not be enough to perform even a weak calibration of the stereo camera system.

4.4 Continuous Encodings

The results so far were mainly concerned with the existence of encodings, and little was mentioned regarding desirable properties of encodings, other than verifiability. A popular approach to developing a control algorithm is to view the encoded task function as a continuous error function that is driven to zero by a feedback control algorithm [37]. While the choice of encoded task functions, taking only the values 0 or 1, was often convenient for the preceding analysis, one might reasonably argue that, because of their discontinuous nature, such encodings have little practical application.

It turns out that under mild technical conditions on $T$ and $C$, and the assumption that $T(f) = 0$ is decidable, it is always possible to verify $T(f) = 0$ with an encoded task whose task function is continuous. To illustrate this, suppose that $\mathcal{V}$ is a compact subset of $\mathbb{R}^d$, that $\mathcal{Y}$ is $\mathbb{R}^d \oplus \mathbb{R}^2$, that $\| \cdot \|$ is a norm on $\mathcal{Y}$, that $C$ is of the form $C = \{C_p : p \in \mathcal{P}\}$ where $\mathcal{P}$ a compact subset of a finite dimensional linear space, that $\{p, f\} \mapsto C_p(f)$ is a continuous function on $\mathcal{P} \times \mathcal{Y}$, that the kernel of $T$ is compact, and that $T(f) = 0$ is decidable on $C$. Set now

$$\mathcal{I} \triangleq C^*(\mathcal{P} \times \text{Ker} T),$$

where $C^* : \mathcal{P} \times \mathcal{F} \to \mathcal{Y}^m$ is the function defined by the rule $(p, f) \mapsto \tilde{C}_p$, and consider the encoded task function $E_T : \mathcal{Y}^m \to \mathbb{R}$ defined by

$$y \mapsto \inf_{z \in \mathcal{I}} \|y - z\|.$$

The following lemma (proved in the Appendix) states that $E_T$ has the desired properties.

**Lemma 7** Under the above conditions, the task $T(f) = 0$ is verifiable on $\mathcal{C}$ with the encoding $E_T(y) = 0$. Moreover, $E_T$ is globally Lipschitz continuous on $\mathcal{Y}$.

The assumptions stated above are very mild. The compactness of $\mathcal{V}$ basically demands that the region of space on which the point-features lie be bounded. The requirements on the set of two-camera models hold, for example, if the actual two-camera model depends continuously
on a $m$-vector of parameters $p$ (e.g., containing the intrinsic and extrinsic parameters of a pinhole camera [13]) that is known to belong to some bounded and close set $P \subset \mathbb{R}^m$. Finally, the compactness of the kernel of $T$ holds for most tasks considered here, e.g., $T_{pp}(f) = 0$, $T_{3pl}(f) = 0$, $T_{cp}(f) = 0$, etc. However, this requirement does not hold for the complement of these tasks. For example, it is violated for the task $-T_{pp}(f) = 0$ that is accomplished at all features $f = \{f_1, f_2\} \in \mathcal{F} \equiv \mathcal{V}^2$ for which $f_1 \neq f_2$. In fact, an encoding that verifies $-T_{pp}(f) = 0$ must be equal to zero at every measurement $y = \{y_1, y_2\}$ for which $y_1 \neq y_2$ and nonzero on the set of measure zero for which $y_1 = y_2$. Since it is not possible to construct a continuous function that is equal to zero everywhere, except at a set of measure zero, we actually conclude that there is no continuous encoding for such a task. In practice, this is not really a limitation because one is not usually faced with the problem of accomplishing a task that is accomplished almost everywhere.

One should emphasize that Lemma 7 is essentially as an existence result. Although a continuous encoding is actually proposed, in practice, it may be very difficult to use this encoding to design a control system that accomplishes the task.

5 Concluding Remarks

The results of this paper can be summarized as follows. First, we have shown that

$$\mathcal{P}_{pc} \subset \mathcal{P}_{uncal} \subset \mathcal{P}_{vkal} = \mathcal{P}_{inv}$$

where the second subset relationship is strict. Second, we have shown that, for a given admissible class of two-camera models,

$$\mathcal{P}_{pc} \subset \mathcal{P}_{CBased} \subset \mathcal{P}_{MBased} \subset \mathcal{P}_{Based}.$$ 

Finally, for the specific case of weakly calibrated cameras, we have shown that

$$\mathcal{P}_{Based} = \mathcal{P}_{inv}$$

Thus, we have established, in general, a “lower bound” on what tasks can be accomplished with two imprecisely modeled cameras, and in the specific case of weakly calibrated projective cameras, we have established an “upper bound” (and indeed, have shown that it can be attained). Furthermore, we have shown that the form of the encoding used to verify a task does affect what can be accomplished.

Practically speaking, one way to view these results are in terms of what they suggest about system design in the area of vision-based control. In particular, they provide a means to determine how much information is really needed about a camera system in order to accomplish a given task. In brief, some conclusions are:

- It is possible to verify that a robot positioning task has been accomplished with absolute accuracy using a weakly calibrated, noise-free, stereo vision system, if and only if the
the task is invariant under projective transformations on $\mathbb{P}^3$. Thus, if a system designer can phrase the task in a way which is projectively invariant, there must be a task-encoding which, given loop stability, will lead to accurate performance independent of the accuracy of the underlying system models.

- In some cases, it is possible to verify that such a robot positioning task has been precisely accomplished using an *uncalibrated* stereo vision system, thus obviating the need to rely even on an accurate “weak” calibration of the two-camera system. Point-coincidence is an example of such a task.

- Even within the family of projectively invariant tasks, there is no need (and indeed a certain danger) to using a Cartesian-based control architecture.

- If such an architecture is to be used, the impact of calibration inaccuracy can be lessened or even eliminated through the use of modified Cartesian encodings, or some form of online calibration.

More generally, the issues addressed in this paper suggest a broader line of inquiry within the area of vision-based control. The central question would seem to be something like this: Given a set of one or more imprecisely modeled cameras and a task which might be positioning, tracking or something else, under what conditions can a task be accomplished with absolute precision using available images of features observed at one or more times? This question is, in a sense, concerned not with details of the specific image processing and control *algorithms* which might be used to accomplish the task, but rather with the architecture of a vision-based control system, the structure of its camera systems, and the level of uncertainty about that structure.

A related set of questions has to do with further characterization of task encodings and their relationship to robot tasks. For example, in developing a vision-based control system, it would be useful to define a “calculus” of tasks such that the definition of the task in turn defines an encoding for that task. The beginnings of such a calculus can be seen in the constructive results related to point-based tasks and projectively invariant tasks. Providing a complete, constructive characterization of projectively invariant tasks would thus form a design tool for practitioners in vision-based control.

Findings contributing to the answering of these and related questions should serve to strengthen our understanding of basic issues within the emerging field of computational vision and control.

**Appendix**

**Proof of Lemma 2:** Suppose $T(f) = 0$ is decidable. Then, by Lemma 1, there must be an encoded task function $E_T$ for which

$$ \text{Ker} T = \text{Ker} E_T \circ \hat{C}; \quad C \in \mathcal{C}. $$

(23)
Fix $C_1, C_2 \in \mathcal{C}$ and consider an arbitrary pair of feature lists $f, g \in \mathcal{F}$ such that $\tilde{C}_1(f) = \tilde{C}_2(g)$. Then $E_T \circ \tilde{C}_1(f) = E_T \circ \tilde{C}_2(g)$. From this and (23) it follows that $T(f) = 0$ if and only if $T(g) = 0$. Therefore $T(f) = T(g)$. Hence (7) holds.

Now suppose that (7) is true. Then $T(f) = T(g)$ whenever $C_1, C_2 \in \mathcal{C}$ and $f, g \in \mathcal{F}$ are such that $\tilde{C}_1(f) = \tilde{C}_2(g)$. Hence the assignment

$$y \mapsto \begin{cases} T(f) & \text{if } y = \tilde{C}(f) \text{ for some } f \in \mathcal{F} \text{ and } C \in \mathcal{C} \\ 1 & \text{otherwise} \end{cases}$$

specifies a well-defined function $E_T : \mathcal{Y}^n \rightarrow \mathbb{R}$ which, for every $C \in \mathcal{C}$, satisfies

$$E_T(y)|_{y = c(f)} = T(f), \quad f \in \mathcal{F}.$$

Therefore, $E_T \circ \tilde{C} = T$, $C \in \mathcal{C}$. It follows that (23) is true. Thus, by Lemma 1, $T(f) = 0$ is verifiable on $\mathcal{C}$ with $E_T(y) = 0$. Therefore $T(f) = 0$ is decidable. ■

**Proof of Lemma 4:** First note that a global two-camera model $G$ has the same epipolar geometry as $G_0$ just in case $\text{Im} G = \text{Im} G_0$. This is because it is the epipolar constraint—and therefore the fundamental matrix—that determines which points in the codomain $\mathcal{Y} \times \mathcal{Y}$ of a global two-camera model are actually in its image. On the other hand, it is well known that given any two functions $G_0 : \mathbb{P}_3^1 \rightarrow \mathcal{Y} \times \mathcal{Y}$ and $G : \mathbb{P}_3^1 \rightarrow \mathcal{Y} \times \mathcal{Y}$, the fact that $\text{Im} G = \text{Im} G_0$ is equivalent to the existence of an injective function $X : \mathbb{P}_3^1 \rightarrow \mathbb{P}_3^1$ such that $G = G_0 \circ X$. Moreover, if $G$ and $G_0$ are global two-camera models, their linear structure requires the function $X$ to be of the form $\mathbb{R}x \mapsto A\mathbb{R}x$ for some $A \in \text{GL}(4)$.

The two equivalences stated above allow one to conclude that a global two-camera model $G$ has the same epipolar geometry as $G_0$ just in case there is a matrix $A \in \text{GL}(4)$ such that $G = G_0 \circ (A|\mathbb{P}_3^1)$, where $\ell_1$ denotes the baseline of $G$ and $A|\mathbb{P}_3^1$ denotes the restriction $\mathbb{P}_3^1 \rightarrow \mathbb{P}_3^1$, $v \mapsto A(v)$. Lemma 4 then follows from this and the fact that $G_0 \circ (A|\mathbb{P}_3^1)$ is injective on $\mathcal{Y}$ just in case $A(\mathcal{Y}) \subset \mathbb{P}_3^1$. ■

**Proof of Lemma 5:** Let $\ell_1$ be a projective line contained in $\mathcal{S} \cap \mathcal{A}\mathcal{S}$, with $\mathcal{S} \triangleq \text{span}\{e_1, e_2, e_3\}$ where each $e_i$ denotes the $i$th column of the $4 \times 4$ identity matrix. Such an $\ell_1$ exists because $\mathcal{S}$ and $\mathcal{A}\mathcal{S}$ are two 3-dimensional linear subspaces of $\mathbb{R}^4$ and so their intersection is a linear subspace of $\mathbb{R}^4$ with dimension no smaller than 2. Note that no point in $\mathcal{Y}$ is a linear subspace of $\mathcal{S}$ in $\mathbb{R}^4$.

Let $\ell$ be the baseline of $G_0$ and $B$ a matrix in $\text{GL}(4)$ such that $B\ell_1 = \ell$. We show next that $B(\mathcal{Y}) \subset \mathbb{P}_3^1$ and $\{B \circ \mathcal{A}\}(\mathcal{Y}) \subset \mathbb{P}_3^1$ and therefore that $C_1 \triangleq G_0 \circ (B|\mathcal{Y})$ and $C_2 \triangleq G_0 \circ \{B \circ \mathcal{A}\}(\mathcal{Y})$ define two-camera models in $\mathcal{C}[G_0]$. This will finish the proof since $C_1 = G_1|\mathcal{Y}$ and $C_2 = G_1 \circ (\mathcal{A}|\mathcal{Y})$ with $G_1 \triangleq G_0 \circ (B|\mathbb{P}_3^1)$, because $\mathcal{Y} \subset \mathbb{P}_3^1$. Suppose then that $B(\mathcal{Y})$ is not contained in $\mathbb{P}_3^1$ and therefore that there is a point $v \in \mathcal{V}$ such that $B(v)$ is on $\ell$. From this and the definition of $B$, $v$ must be on $\ell_1$ and therefore it must be a linear subspace of $\mathcal{S}$ in $\mathbb{R}^4$. This contradicts the fact that no point in $\mathcal{V}$ is a linear subspace of $\mathcal{S}$ in $\mathbb{R}^4$. To demonstrate that $\{B \circ \mathcal{A}\}(\mathcal{Y}) \subset \mathbb{P}_3^1$ we proceed similarly. By contradiction, suppose that $v \in \mathcal{V}$ and that $B(\mathcal{A}(v))$ is on $\ell$. From this and the definition of $B$, $\mathcal{A}(v)$ must be on
\[ \ell_1 \text{ and therefore it must be a linear subspace of } A \mathcal{S} \text{ in } \mathbb{R}^4. \text{ Thus } v \text{ must be a linear subspace of } \mathcal{S} \text{ in } \mathbb{R}^4 \text{ and we arrive at a similar contradiction as before.} \]

**Proof of Lemma 7:** We claim that \( \mathcal{I} \) is compact. To prove that this is so, we first note that \( \mathcal{P} \times \text{Ker}T \) is compact because both \( \mathcal{P} \) and Ker\( T \) are compact sets. Now the definition of \( C^* \) together with the assumed continuity of \( \{ p, f \} \mapsto C_p(f) \), implies that \( C^* \) is continuous. Therefore, \( \mathcal{I} \) must be compact since it is the image of a compact set under a continuous function.

To establish the Lipschitz continuity of \( E_T \), let \( y_1 \) and \( y_2 \) be any two vectors in \( \mathcal{Y}^n \). Assume without loss of generality that \( E_T(y_1) \leq E_T(y_2) \). Since \( \mathcal{I} \) is compact, \( \inf_{z \in \mathcal{I}} \| y_1 - z \| \) must be attained at some point \( y^* \in \mathcal{I} \). In view of (22), \( E_{T_{	ext{new}}}(y_1) = \| y_1 - y^* \| \) and \( E_T(y_2) \leq \| y_2 - y^* \| \).

It follows that

\[ |E_T(y_2) - E_T(y_1)| \leq \| y_2 - y^* \| - \| y_1 - y^* \| \leq \| y_2 - y_1 \| \]

Thus \( E_T \) is globally Lipschitz continuous as claimed.

In view of Lemma 1, to prove that \( T(f) = 0 \) is verifiable on \( \mathcal{C} \) with \( E_T(y) = 0 \), it is sufficient to show that for each \( p \in \mathcal{P} \),

\[ \text{Ker}(E_T \circ \tilde{C}_p) = \text{Ker}T \]

Toward this end first note that, because \( \mathcal{I} \) is a compact set, the kernel of \( E_T \) is exactly the set \( \mathcal{I} \). Next note that because of the definitions of \( \mathcal{I} \) and \( C^* \), \( \mathcal{I} \) can also be written as

\[ \mathcal{I} = \bigcup_{p \in \mathcal{P}} \tilde{C}_p(\text{Ker}T) \quad (24) \]

Thus for any \( f \in \text{Ker}T \), it must be true that \( \tilde{C}_p(f) \in \mathcal{I}, \ p \in \mathcal{P} \). But \( \mathcal{I} = \text{Ker}E_T \), so \( \tilde{C}_p(f) \in \text{Ker}E_T, \ p \in \mathcal{P} \). This implies that \( f \in \text{Ker}(E_T \circ \tilde{C}_p), \ p \in \mathcal{P} \) and thus that \( \text{Ker}T \subset \text{Ker}(E_T \circ \tilde{C}_p), \ p \in \mathcal{P} \).

For the reverse inclusion, fix \( p \in \mathcal{P} \) and \( f \in \text{Ker}(E_T \circ \tilde{C}_p) \). Then \( \tilde{C}_p(f) \in \text{Ker}E_T \). Therefore \( \tilde{C}_p(f) \in \mathcal{I} \). In view of (24) there must be some \( q \in \mathcal{P} \) and \( g \in \text{Ker}T \) such that \( \tilde{C}_p(f) = \tilde{C}_q(g) \). Because of Lemma 2 this means that \( T(f) = T(g) \). But \( T(g) = 0 \), so \( T(f) = 0 \) or equivalently \( f \in \text{Ker}T \). Hence \( \text{Ker}(E_T \circ \tilde{C}_p) \subset \text{Ker}T, \ p \in \mathcal{P} \). ■
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