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Multimode fibers are complex and versatile photonic systems, providing a multi

functional platform for studying fundamental optical physics and applications. Spa

tial degrees of freedom in multimode fibers have been explored for a wide range 

of applications from space-division multiplexing in optical communication, fiber en

doscopy to fiber lasers and spectroscopy. In this thesis, we investigate spatial degrees 

of freedom in multimode fibers to understand wave physics in this system and to 

utilize spatial degrees of freedom in multimode fibers for communication and novel 

optical sensing.

At first, we systematically discuss spatiotemporal control of light transmitted 

through multimode fibers. Taking advantage of the coupling between spatial and 

temporal degrees of freedom in multimode fibers, we can effectively control the tem

poral profile of a transmitted pulse by manipulating the input wavefront. Specifically, 

we show that by preparing the input wavefront to be a principal mode, modal dis

persion can be suppressed and the temporal profile of the input can be retained. We 

study principal modes and their bandwidth in both the weak and the strong mode 

coupling regimes. We find that principal modes are only effective within a finite fre

quency range because of the first-order approximation in the definition. We improve 

the bandwidth of principal modes with a nonlinear optimization algorithm. Using

principal modes as the initial guess, we find modes with broader bandwidths. The 

obtained modes are named super-principal modes. Reversing the concept, we deploy 

the same optimization algorithm to find anti-principal modes, which exhibit the nar

rowest bandwidths. Anti-principal modes suffer from strong modal dispersion and 



thus can find applications in multimode-fiber-based spectrometers.

Super-principal-modes have broader bandwidths than principal modes, but it is 

unknown whether a super-principal-mode is the most effective way of delivering an 

optical pulse through the multimode fiber. We also address this fundamental question 

in this thesis. By measuring a time-resolved transmission matrix of the multimode 

fiber, we use eigenchannels of the transmission matrix to deliver the maximal energy 

of a pulse at arbitrary arrival time. We further discover that long-range correlation 

in the fiber assists the pulse delivery. The relationship between principal modes and 

eigenchannels of the time-resolved transmission matrix is also discussed.

Secondly, we demonstrate that input spatial degrees of freedom can also exert ef

fective control over the output polarization states. By manipulating the input wave

front, a multimode fiber can function as a reconfigurable matrix of waveplates. We 

also reveal the analogy between the polarization mixing in a multimode fiber and the 

wave transport in a chaotic cavity. The theory developed for chaotic cavities predicts 

the polarization extinction ratio.

Finally, spatial degrees of freedom at the output, i.e., spatial speckle patterns 

formed by multimodal interference in the fiber, can be utilized for ultrafast pulse 

characterization. In this part, we first demonstrate a linear single-shot temporal 

measurement technique based on a multimode fiber. Complex spatiotemporal speckle 

fields are created by a well-characterized pulse propagating through the fiber. By in

terfering an unknown pulse signal with the spatiotemporal speckles, both the ampli

tude and phase of the unknown signal are retrieved. The method has high sensitivity 

and a broad measuring range, but it requires a reference pulse. We further study 

the more challenging problem of characterizing an ultrafast pulse without a reference 

pulse. We propose a method of using two-phot on speckle patterns formed at the end 

of a multimode fiber for pulse recovery. The two-photon pattern is the fingerprint of 

pulses. A deep neural network is implemented to decode the temporal profile from 



the speckle pattern. A Multimode fiber combined with computational algorithms can 

be a versatile platform for optical sensing.
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Chapter 1

Introduction

1.1 Multimode optical fibers

An optical fiber is a cylindrical optical waveguide composed of a core embedded in 

a cladding with a lower refractive index. It confines light by total internal reflection 

for light with incident angles larger than the critical angle. When the core diameter 

is small, only a single mode is supported and the fiber is called single-mode fiber 

(SMF). Fibers with larger cores are multimode fibers (MMFs) which supports many 

propagating modes. Optical fibers are usually made of low-loss materials such as 

silica, and the loss has been reduced to 0.15 dB/km by improving the purity of the 

material. The low-loss and high-bandwidths properties of optical fibers revolution

ized communications ranging from data transmission across different continents to 

computer communications within a local network.

MMFs are widely used in optical fiber communication within a local network such 

as within a campus or a data center. MMFs are favored in short-haul communications 

systems because of the higher tolerance of connector alignments and reduced costs 

of transceiver components. An MMF is characterized by a few important parame

ters: the fiber core radius a, the refractive index contrast A, and the index profile
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Figure 1.1: Refractive index profiles of MMFs with different a parameters.

parameter a. The index contrast between the cladding and the core is defined as 

A = where ncore and ncladding are the corresponding refractive index of

the cladding and the core. The numerical aperture (NA) of the fiber is the sine of 

that maximum angle of an incident ray that can be guided by total internal reflection.

The NA of the fiber is related with the index contrast by NA = ncoreV2A- The index 

profile is determined by a parameter a by

Mcore[l - 2A(^)*p/\ for r < a 
n(r) = <

I ^cladding, for 7 CL.

The values of a are between 1 and 00. The profile is triangular when a = 1, parabolic 

when a = 2 and step when a = 00, as shown in Fig. 1.1. The commercially available 

MMFs usually have parabolic or step index profiles shown in Fig. 1.1(b) and (c).

With a specified refractive index boundary condition, Maxwell’s equations can be 

solved and the corresponding solutions are fiber eigenmodes. An MMF supports many 

modes, each having a different electromagnetic field profile. A detailed analysis of 

fiber eigenmodes is available in [1]. When the index contrast is small, under the weak 

guiding approximation, fiber eigenmodes can be reduced to linearly polarized (LP) 

modes. Each spatial intensity profile corresponds to the two degenerate orthogonal 

linear polarizations. In Fig. 1.2, we show all the horizontally polarized LP modes 

of an MMF with a = 25 gm, a = oc and NA = 0.22 at wavelength À = 1550 nm.

2
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= 0.22.

A quick and rough estimation of the number of modes is to use the V number. It 

is defined as V = ^aNA for a step-index fiber. For V values below 2.405, a fiber 

supports only one mode per polarization. This is also the cut-off condition for SMFs. 

For large values, the number of supported modes can be calculated approximately as 

M = With the parameters of the MMF specified above, we obtain 124 modes, 

close to the numerical result in Fig. 1.2.

Each LP mode travels with a distinct propagation constant and group velocity. 

This results in a variety of arrival times when different modes travel through the fiber 

so that the output light pulses are distorted and broadened. This effect is named 

modal dispersion, which limits the separation between adjacent pulses that can be 

sent without overlapping and thus limits the bandwidth the communication system 

can operate. The broadening of the output pulse can be quantified as the differential 

group delays (DGDs), representing the strength of modal dispersion in an MMF. 

DGDs increase with the length of the fiber. Even when light is launched into a single 

LP mode, imperfections of the index profile and environmental perturbations such 

as bending and twisting cause mode coupling, making the signal subject to modal

3
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Figure 1.3: Differential group delay (DGD) introduced by mode coupling in an MMF 
with intrinsic or external defects.

dispersion. Figure 1.3 illustrates the DGD introduced by mode coupling in an MMF 

with defects. Modal dispersion is the main reason why MMFs are only used in short

haul fiber-optic communications.

SMFs are free from modal dispersion because only one spatial mode (including two 

orthogonal polarizations) is supported. All available degrees of freedom such as time, 

wavelength, phase and polarization have already been deployed for increasing the ca

pacity. The capacity of SMFs based fiber-optic communication systems is approaching 

its fundamental limit imposed by fiber nonlinearity and optical amplification noise [2]. 

To further improve the capacity of fiber-optic communications, space-division mul

tiplexing (SDM) are proposed [3]. SDM exploits a plurality of modes in an MMF 

as independent channels to transmit parallel data streams. Long-distance propaga

tions inevitably cause coupling between different modes. Thus effective mitigation of 

DGDs will play an important role in utilizing MMFs in space-division-multiplexing 

and increasing the capacity of fiber-optic communication systems. In chapter 2-4 of 

this thesis, we will explore the methods of mitigating modal dispersion in an MMF. 

These methods harness input spatial degrees of freedom in MMFs. By controlling

4
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Figure 1.4: Concatenated fiber model, (a) In a realistic fiber, mode coupling happens 
gradually as light propagate through the fiber, (b) In the concatenated fiber model, 
mode mixing only happens at the joints of adjacent fiber segments.

the spatial wavefront launched into the MMF, a significant reduction of DGDs are 

achieved.

1.2 Mode coupling model

DGDs are closely related to the mode coupling process when light propagates through 

an MMF. Mode coupling occurs gradually in an MMF as shown in Fig. 1.4(a). A 

simpler concatenated fiber model has been proposed to mimic strong mode coupling 

in MMFs and thus understand DGDs in the strong mode coupling regime [4]. Fig

ure 1.4(b) illustrates the model. The MMF is divided into multiple sections. In each 

section, there is only perfect propagation without mode coupling. At the joint of two 

sections, a complete mode coupling happens. After the mode coupling, the scattered 

modes propagate in another perfect fiber section again. The length of the section is 

determined by the correlation length of the fiber under consideration. It is defined as 

the propagation distance after which a single LP mode input is coupled to all other

5
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Figure 1.5: Mode coupling matrix with tunable coupling strength from strong mode 
coupling (left) to weak mode coupling (right).

LP modes. The correlation length is analogous to the transport mean free path in 

disordered scattering media [5]. An MMF in the strong mode coupling regime refers 

to a fiber that can be modeled by more than one segment. Otherwise, the fiber is in 

the weak mode coupling regime.

Mathematically, each fiber segment is represented by the product of three matrices 

= VMu?)U. A(cc) is a diagonal matrix with elements being the frequency

dependent phase term where ^(w) is the propagation constant of mode n

and L is the length of the segment. U and V are random unitary matrices representing 

the mode coupling at the input and output joints. The mode coupling matrices are 

assumed to be wavelength-independent. The wavelength dependence of each segment 

is only from the propagation matrix. The matrix representing the entire fiber is the 

product of the matrix of each segment. The entire fiber can be represented by a 

Gaussian unitary random matrix. With this simplified mode, it has been reported 

that the DGD scales with the square root of fiber length [4]. In contrast, the DGD 

increases linearly with the length of the fiber in the weak mode coupling regime. 

Strong mode coupling brings the advantage of slowly growing DGDs in long MMFs.

We further generalize this fiber model to the weak mode coupling regime by re

placing the random unitary coupling matrix at the joint with a matrix of attenuated 

off-diagonal elements [b]. The matrix is A = exp[iH], where H is a random Hermitian 

matrix. We construct H = G-^R-VR^Y in which R is a complex random matrix whose 

6



elements are taken from the normal distribution, and G is a real matrix imposing a 

Gaussian envelope function on the matrix elements along the off-diagonal direction. 

The magnitude of the matrix elements decays away from the diagonal, and the decay 

rate, i.e., the width of the Gaussian envelope function, depends on the degree of mode 

coupling, as shown in Fig. 1.5. In this thesis, we use this generalized concatenated 

fiber model to simulate light propagation in MMFs with mode mixing.

1.3 Multimode fibers as complex photonic struc

tures

Mode coupling in MMFs is analogous to multiple scatterings in disordered media. 

In disordered media, light is scattered to different directions (k vectors) due to in

homogeneities in the refractive index. In an MMF, light is scattered to different 

LP modes due to variations of the fiber cross-section. Like the disordered scatter

ing media, an MMF can be considered as a complex photonic structure [7, b] with 

diverse and coupled degrees of freedom in space, time, spectrum and polarization. 

Figure 1.6 conceptually illustrates the coupling between different degrees of freedom 

in an MMF with mode mixing. The degrees of freedom in the spectrum domain 

at the input is coupled to the spatial degrees of freedom at the output, resulting 

wavelength-dependent speckle patterns, as shown in Fig. 1.6(a). Moreover, tempo

ral degrees of freedom are coupled with spatial degrees of freedom. For an optical 

pulse incident into disorder media, each output spatial channel generates a different 

temporal trace, as indicated in Fig. 1.6(b). The polarization states are also coupled 

with spatial degrees of freedom after multiple scatterings, as shown in Fig. 1.6(c). 

The coupling between different degrees of freedom in electromagnetic waves enables 

controlling or measuring degrees of freedom in one domain with degrees of freedom 

in another domain. For example, with the spatial degrees of freedom, the temporal

7
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Figure 1.6: Complex coupling between different degrees of freedom in an MM F with 
mode mixing, (a) Input degrees of freedom in the spectrum domain is coupled to 
spatial degrees of freedom at the output. Light with different frequencies generates 
distinct patterns, (b) Temporal degrees of freedom are coupled with spatial degrees 
of freedom in an MMF with mode mixing. Each output spatial channel generates a 
different temporal profile, (c) Polarization degrees of freedom are coupled with spatial 
degrees of freedom. The polarization state of each speckle grain is different.

Spatial channel 1 Spatial channel 2

profile of an ultrashort pulse transmitted through a disordered scattering medium can 

be compressed [9].

The advantage of MMFs over disordered media is that the scattered light in other 

modes still propagates forward and thus the transmission of light through an MMF 

is very high. Furthermore, spatial modes in an MMF can be controlled by the fiber 

parameters. The number of modes can be tuned from a few modes to thousands 

of modes. In contrast, the number of spatial modes in an open disordered media is 

above millions, preventing a complete characterization of the system. It is possible 

to exert complete control of the spatial degrees of freedom in MMFs, which is not 

obtainable in disordered media. Hence, an MMF provides a controllable, highly 

8



transmitting, versatile and multi-functional platform for communication, imaging and 

sensing applications [3, 10-13].

In this thesis, we will understand the couplings between different degrees of free

dom and utilize them. For example, the abundant input spatial degrees of freedom 

can be utilized for controlling linear propagation of light in MMFs. The temporal 

and polarization states of transmitted light are manipulated by shaping the spatial 

wavefront of an incident beam. Modal dispersion and depolarization in MMFs can 

be suppressed. Therefore, an MMF can function as a pulse shaper or a reconfigurable 

polarizer. We will also exploit the reverse process, i.e., extracting input information 

such as the spectrum and temporal profile from the speckle patterns formed by multi

modal interference at the output. In the next subsections, we review the technique of 

wavefront shaping to access input spatial degrees of freedom and present an example 

of using speckle patterns in MMFs for spectroscopy.

1.3.1 Wavefront shaping

Wavefront shaping was first used in astronomy to compensate optical aberrations 

of light transmitted through the atmosphere. The technology was based on a device 

named spatial light modulator (SLM), which could modulate the shape of electromag

netic waves. However, with only dozens of pixels, SLMs at that time were not able 

to correct strong aberrations. With the development of the technology of liquid crys

tals and micro-electro-mechanical systems, SLMs now have millions of pixels. With 

the abundant number of spatial degrees of freedom, SLMs open the way of studying 

complex photonic systems where light is strongly scattered or distorted [7,S],

The pioneering work of wavefront shaping in strong scattering media was per

formed by Vellekoop and Mosk [14]. They demonstrated focusing of light through 

opaque scattering media by controlling the incident wave front. Unlike other tech

niques such as multi-photon microscopy or optical coherence tomography which select
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Figure 1.7: Representation in the complex plane of the amplitude at the focus in the 
optimization process, (a) Before the optimization, the electric held adds up randomly, 
resulting a small total amplitude Esum. (b) During the optimization process, the 
electric held aligns and the total amplitude is enhanced, (c) After the optimization, 
the held is well-aligned and the total amplitude is maximized.

ballistic photons from scattering samples, wavefront shaping aligns the phase of the 

scattered waves, giving rise to a bright focus spot. This is achieved by optimizing 

the phase of the incident wave, which is schematically illustrated in Figure 1.7. At 

the target position, the light held is the sum of contributions from each input pixel. 

Before optimization, the phase of the wave from each pixel is random. The modulus 

of the held can be seen as a random walk in the complex plane and is proportional 

to the square root of the number of pixels N. During the optimization process, the 

scattered waves are iteratively aligned one by one to increase the intensity. At the 

end of the optimization, ideally, the amplitude is proportional to the number of pixels 

N. The intensity at the target position is Abr/4 times stronger than that before the 

optimization [7].

Optimizing the incident wavefront to enhance intensity at a single speckle behind 

the scattering media is equivalent to measuring a single column of the transmission 

matrix of the media. A full matrix measurement can provide more complete informa

tion on the system for studying and controlling light propagation. The first optical 

transmission matrix measurement of over 60,000 elements was demonstrated in [15].

10



They utilized an SLM to generate vectors in Hadamar d basis, whose rows are mutu

ally orthogonal and whose entries are either +1 or -1, to probe the disordered medium 

made of ZnO particles. With the transmission matrix, a scattering medium can act as 

a lens to image objects behind it. Though 60,000 is a large number of experimentally 

measured matrix elements, it is only a small fraction of the full transmission matrix 

with millions of elements. For an open complex photonic system such as disordered 

medium, a full transmission matrix has never been obtained.

Measuring transmission matrices has also been applied to MMFs. Because of the 

limited number of modes in MMFs, a complete matrix is accessible. A full trans

mission matrix of an MMF with 110 spatial and polarization modes has been mea

sured [Hi]. The SLM generates LP modes and launches them into MMFs. The 

output modal field is decomposed into LP modes by another SLM. With the matrix, 

the linear propagation of light in the MMF is completely captured. For example, 

by inverting the matrix, desired output spatial patterns can be generated. As we 

will show in this thesis, by measuring frequency-dependent or polarization-dependent 

transmission matrices of MMFs, we are able to control temporal profiles and polar

ization states of light transmitted through MMFs. We are also able to study dynamic 

long-range correlations in MMFs with time-dependent transmission matrices.

1.3.2 Multimode-fiber-based spectrometers

Wavefront shaping accesses input spatial degrees of freedom in MMFs. Output 

spatial degrees of freedom, i.e., speckle patterns formed by multimode interference, 

embeds information in other domains at the input. For example, the coupling be

tween degrees of freedom in spectrum and space enables an MMF to function as 

a compact, low-cost spectrometer to achieve ultra-high spectral resolution [17, lis]. 

In the absence of mode coupling, the spatial profile at the output of an MMF is 

w) = EnAy) exp(—z^n(cj)L), where An is the complex coefficient de
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Figure 1.8: Operating principle of multimode-fiber-based spectrometers, (a) Tradi
tional grating spectrometers perform one-to-one mapping from spectrum to space, (b) 
Multimode fiber spectrometers perform complex mappings from spectrum to space.

termined by the input wavefront and ÿn(x,y) is the electric field of mode n. The 

propagation constant &n(uj) is dependent on frequency and so does the output spatial 

profile. When the input frequency is tuned, the phase term exp(—i/3n(w)L) changes 

and the interference between all the modes changes accordingly. Though the variation 

of /3n with frequency is small, the phase change can be remarkably amplified by the 

fiber length L. When the phase change is about 2tt, a completely different speckle 

pattern is expected. The different spatial patterns at different frequencies can be 

used as the fingerprints to recover the input spectrum. The MMF basically performs 

a complex mapping from the spectral domain to space, drastically different from the 

one-to-one mapping in traditional grating-based spectrometers, as shown in Fig. 1.8.

In the multimode-fiber-based spectrometer, the response of the nth detector is 

xn = MnlaX1 + Mn2ax2 + ... + Mnmaxm, where m is the number of spectral channels.
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Written in the matrix format, we have

zi Mn M12 • OAi

x2
=

M21 A/22 ' • M2m

. (1.1

Mnl Mn2 • ' Mnm

The input spectrum - • • a\m can be recovered from the simple matrix inversion. 

The number of spectral channels m that can be recovered is ultimately determined 

by the number of spatial channels n.

Soon after the concept of multimode fiber based spectrometer being demonstrated, 

modal dispersion in multimode fibers has been actively deployed for optical frequency 

comb spectroscopy [19] and hyperspectral imaging [20]. Though modal dispersion in 

MMFs has been notorious for its impairment of optical communication, it becomes 

beneficial for MMFs based spectrometers. A high spectral resolution can be achieved 

by using a longer fiber [18] or a fiber with stronger modal dispersion. From the 

square root relation between the fiber length and the DGD, it is also clear that mode 

mixing in an MMF reduces the spectral resolution. In chapter 3, we will show that 

by manipulating the input wavefront, we can obtain modes with large DGDs, which 

can be beneficial for MMFs based spectrometers.

Furthermore, in chapter 6 and 7 of this thesis, we will discuss a novel method of 

measuring not only the spectral amplitude but also the spectral phase of the signal 

with an MMF, and thus obtaining the temporal pulse shape in a single-shot measure

ment.

13



(a) (b)

Figure 1.9: (a) A one-meter-long fiber is coiled to the paper clip, (b) Heavy load is 
put on top of the fiber coil to enhance mode coupling.

1.4 Introduce mode coupling in experiments

With advanced fiber fabrication technology, a multimode fiber usually does not present 

strong mode coupling. In this thesis, strong mode coupling is needed for studying 

fundamental physics and optical applications. The most effective way to introduce 

strong mode coupling is to create micro-bendings in the fiber.

We coiled the fiber on a paper clip as shown in Fig. 1.9(a). The deformable paper 

clip does not break the fiber and can create an abrupt distortion to the fiber. There 

are 12 clips and a one-meter-fiber can be coiled to 3 loops. To further enhance the 

mode-coupling, we put a heavy load on the top, as shown in Fig. 1.9(b). The load 

also stabilizes the coiled fiber. After coiling the fiber, we wait for 24 hours before 

doing experiments. During the 24 hours, the tension in the fiber can relax and the 

fiber coil becomes more stable. The effectiveness of our method of introducing mode 

coupling is demonstrated in chapter 5.
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1.5 Mode-dependent loss model

Micro-bendings in multimode fibers not only introduce mode coupling but also mode

dependent loss. At the micro-bendings, guided light radiates out of the fiber. The 

leakage is stronger for higher-order modes, introducing mode-dependent loss. It is 

difficult to realistically model the radiation loss due to micro-bendings, because it 

depends on the specific geometry. In this thesis, we introduce a uniform material 

absorption loss to model it. The loss is exp(—a£), where a is the absorption coefficient 

and £ is the length of the path light takes from the input to the output, which will 

be mode-dependent. Thus higher-order modes taking the longer paths suffer higher 

loss and it is the opposite for the lower-order modes. We can change the absorption 

coefficient to adjust the mode-dependent loss. In the experiment, we measure the 

transmission matrix of a multimode fiber and perform singular-value decomposition. 

Numerically, we adjust the absorption coefficient to fit the singular value distribution 

from the experiment.

1.6 Outline of this thesis

In this thesis, we exploit spatial degrees of freedom in multimode fibers for controlling 

light propagation and measuring properties of light.

In this chapter, we have introduced the basic concepts such as modal dispersion 

and different group delays in multimode fibers. We also briefly discussed how mode 

coupling in multimode fibers happens and how it can be modeled. We introduced 

the wavefront shaping technology widely used in disordered media to study and con

trol light propagations in multimode fibers. The interference effect between different 

spatial modes gives rise to speckle patterns, with information such as the spectrum 

encoded into it. We showed an example of using speckle patterns generated by multi

mode fibers for spectroscopy to illustrate the potential applications of spatial degrees
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of freedom at the output of a multimode fiber.

In chapters 2, 3 and 4, we demonstrate spatiotemporal control with wavefront 

shaping. By controlling the spatial profile launched into the MMF, the temporal 

profile at the output can be tailored. In chapter 2, we experimentally demonstrate 

that principal modes can suppress modal dispersion and retain the temporal profile of 

optical pulses. However, principal modes have very narrow bandwidths, limiting its 

effectiveness for short pulses. In chapter 3, we find super-principal modes with non

linear optimization algorithms. Super-principal modes outperform principal modes in 

terms of bandwidths. In chapter 4, we show a method to deliver the maximal energy 

of an optical pulse at arbitrary arrival times. This method is related but more general 

than principal modes or super-principal modes.

In chapter 5, we show that the polarization state at the output can also be con

trolled by wavefront shaping at the input. The coupling between spatial and polar

ization degrees of freedom makes an MMF reconfigurable waveplate.

From chapter 2 to chapter 5, we utilizes spatial degrees of freedom at the input 

of an MMF. In chapters 6 and 7, we focus on the spatial degrees of freedom at the 

output. We propose two novel methods of measuring ultrafast pulses in this part. 

With the speckle pattern formed at the end of the fiber, we recover not only the 

spectral amplitude but also the spectral phase, which enables recovery of temporal 

profiles of optical pulses. Chapter 6 describes a linear measurement scheme when a 

reference pulse is available. Chapter 7 describes a nonlinear characterization scheme 

when there are no reference pulses.

We summarize this thesis and discuss future prospects in chapter 8.
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Chapter 2

Principal modes in multimode

fibers

2.1 Introduction

'The temporal dynamics of wave scattering in complex systems has been widely stud

ied in mesoscopic physics, nuclear physics, acoustics and optics. Most of these stud

ies, e.g., electromagnetic or ultrasonic wave propagation in billiards [3-6], electron 

transport through quantum dots [7, S], and light scattering in random media [9-14] 

focused on the statistics of delay times, i.e., eigenvalues of the Wigner-Smith time

delay matrix [15-17]. Despite innumerable trajectories the wave could take through 

an open complex system, an eigenstate of the Wigner-Smith matrix remarkably has a 

well-defined delay time. Largely in parallel, the Wigner-Smith eigenstates were intro

duced for multimode optical fibers (MMFs), which attracted much attention in recent 

years due to the rapid development of space-division multiplexing for telecommuni

cations [IS], Inherent imperfections and external perturbations introduce random 

1. This chapter is primarily based on the work published in ref. [1,2]. W. Xiong performed the 
experiment and numerical simulations with the assistance from Y. Bromberg and B. Redding. P. 
Ambichi performed theoretical derivations. S. Rotter and H. Cao supervised the project.
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coupling of the guided modes in the fiber and cause temporal broadening and distor

tion of transmitted pulses. As a generalization of principal states of polarization in 

a single-mode fiber [19], the Wigner-Smith eigenstates, also called principal modes 

(PMs) of MMFs, were proposed to suppress modal dispersion [20]. PMs retain their 

output spatial profiles to the first order of frequency variation [20]. Mathematically 

PMs are the eigenstates of the time-delay matrix q = —it^dt/duu, where t is the field 

transmission matrix. In the absence of backscattering in the fiber, the group delay 

matrix coincides with the Wigner-Smith time-delay matrix, Q = —iS^dS/dw, where 

S is the scattering matrix. Hence, PMs correspond to the Wigner-Smith time-delay 

eigenstates [b], and have well-defined delay times that are equal to the real part of the 

associated eigenvalues. These eigenstates provide the most suitable basis for studying 

and controlling temporal dynamics of total transmission through MMFs.

Advances in wavefront shaping techniques now make it possible to probe a single 

Wigner-Smith eigenstate in optics. Recently PMs were observed experimentally in 

a multimode fiber with weak mode coupling [21]. In this regime, mode coupling in 

the fiber is only perturbative and hence the PMs are similar to the eigenmodes of a 

perfect fiber. In the strong mode coupling regime, however, all modes are strongly 

mixed and the multiple scattering of light between different guided modes generates 

numerous paths for light to propagate through the fiber. It remains obscure how 

PMs are formed with well-defined delay times and what properties they possess in 

the presence of non-perturbative mode mixing. It is also unknown how PMs evolve 

from the weak to the strong mode coupling regime. In this chapter, we study PMs in 

an MMF with mode coupling and their transition from the weak to the strong mode 

coupling regime.

21



2.2 Time-delay operator and definition of princi

pal modes

PMs have the property of vanishing frequency derivative of the output speckle pattern 

[22]. We approximate the output vector with a Taylor series up to first order, ~ 

fA ( Wo ) + d^/dw|(w — wo). In the next step, we demand the first order term in this 

series to be aligned to the zeroth-order term, which translates into the requirement 

that these two vectors are proportional to each other with a complex constant t,

2T?XüJo) =
cluj

(2.1)

Inserting the input-output relation ^(w) = 0 into Eq. (2.1) and rearranging the 

terms, we get

CLUJ 

-zrX^o)^-k=wo^ = (2.2)
CLUJ

It directly shows that an eigenvector of the Wigner-Smith time-delay operator

q = —it '(ujo) dt/dw\uQ (2.3)

is a PM. The constant t plays the role of the corresponding eigenvalue.

2.3 Experimental demonstration

2.3.1 Transmission matrix measurement

To construct the Wigner-Smith time-delay matrix, we measured the field transmis

sion matrices of an MMF at multiple wavelengths. Figure 2.1 is a schematic of
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Figure 2.1: Experimental setup for measuring the field transmission matrix of an 
MMF. The continuous-wave output from a tunable laser source (Agilent 81940A) at 
wavelength ~ 1550 nm is collimated (Cl) and linearly polarized (PBS1). The beam 
is split into two arms by a beam splitter (BS1). In the fiber arm, light is modulated 
by the SLM in the reflection mode and then coupled to the MMF by a tube lens 
(L) and an objective (O). The output light from the MMF is collimated (C2) and 
linearly polarized (PBS2), before combining with the beam from the reference arm at 
a second beamsplitter (BS2). To match the optical path-length in the two arms, two 
mirrors (M1, M2) are inserted to the reference arm to adjust the path-length. BS2 
is tilted to produce interference fringes of the two beams, which are recorded in the 
far-held by a CCD camera.
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an interferometric setup. Input light is split into a fiber arm and a reference arm. 

The path-lengths of the two arms are matched. A spatial light modulator (SLM) 

in the fiber arm prepares the phase front of the light field, which is then imaged to 

the front facet of an MMF. The output from the fiber combines with the reference 

beam and forms interference fringes. From the interferogram, we extract the spa

tial distribution of the transmitted field through the fiber. The measured intensity is 

I = |^r|2 + \ES\2Eselkrsm6ErE*e~lkrsmd, where Er and Es are the electric fields 

of the reference arm and the fiber arm, respectively, and 6 is the tilt angle between 

them. The first two terms represent the dc components, and the last two terms are 

modulated at the spatial frequency Ek sin (9. These terms can be separated in the 

Fourier domain, namely, by performing the spatial Fourier transform. By applying 

a Hilbert filter, we select only the third term that has the positive spatial frequency, 

then remove the factor before applying an inverse Fourier transform to obtain 

the amplitude and phase of Es. The transmission matrix is measured in momen

tum space. The SLM scans the incident angle of light onto the fiber facet, and the 

transmitted light is measured in the far-field of the distal tip.

In Chapter 1, we explained how the mode coupling is introduced. By adjusting 

the load we put on the fiber coil, we can tune the coupling strength. To evaluate the 

strength of mode coupling in the fiber, the transmission matrix is transformed into the 

mode basis by decomposing the input and output fields by linearly polarized modes, 

which are simply referred to as modes below. Figure 2.2 shows the amplitude and 

phase of the measured transmission matrices of the MMF. Without external stress, the 

field transmission matrix is nearly diagonal [Fig. 2.2(a)]. The small off-diagonal terms 

result from weak mode coupling due to the inherent imperfection and macro-bending 

of the fiber. With an increase in the stress applied to the fiber, the off-diagonal 

terms grow and eventually become comparable to the diagonal terms, as shown in 

Fig. 2.2(c). Hence, in the weak coupling regime, only modes with similar propagation
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Figure 2.2: Field transmission matrix of an MMF with weak (a,b) and strong mode 
coupling (c,d). The one-meter-long step-index fiber has a 50 ^m core and a numerical 
aperture of 0.22. There are about 120 guided modes for one polarization, which are 
labeled by the propagation constant (from large to small). Amplitude (a,c) and phase 
(b,d) of the measured transmission matrix at A = 1550 nm (cc = 194 THz) for one 
linear polarization. The transmission matrix is nearly diagonal in (a), indicating weak 
coupling among modes of similar propagation constants. In (c) all modes are coupled, 
although higher-order modes have more attenuation.
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Input mode

constants are coupled. However, in the strong coupling regime, light diffuses to all 

modes regardless of which mode it is injected. Greater loss results in a lower amplitude 

of higher-order modes at the output. However, if higher-order modes are launched 

into the fiber, they can be scattered to lower order modes which experience less 

attenuation and dominate the output fields. Consequently, the transmission matrix 

presents a stronger decay for the output modes of high-order than the input ones. 

The phases of the transmission matrix elements are randomly distributed for 0 and 

2tt, reflecting the random nature of the mode coupling in the MMF.
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Figure 2.3: Experimentally measured (a,b) and numerically calculated (c,d) ampli
tude and phase of the output field of a PM in the same fiber as in Fig. 2.2. The 
agreement confirms the accuracy of the transmission matrix measurement.

2.3.2 Experimental demonstration of principal modes

After measuring the transmission matrices at multiple wavelengths, we construct the 

Wigner-Smith time-delay matrix q = —it^ldt/du. An eigenvector of q gives the input 

field for a PM. We generate the input waveform of the principal mode by the SLM 

and launch it to the fiber. Since the SLM is limited to phase-only modulation, a 

complex-to-phase coding technique is used to convert the computer-generated phase- 

only hologram to a complex function with amplitude and phase modulation [23]. 

Figure 2.3(a,b) depict the measured amplitude and phase of the output field pattern 

T for a PM. For comparison, we also calculate the output field tE from the input field 

of the same PM using the measured transmission matrix [Figure 2.3(c,d)]. To quantify 

their difference, we compute J |^ — T^^dr, with J |^|2dr = 1 and J ItE^dr = 1. 

The difference is 3.8%, confirming the accuracy of our experimental measurement.

We note that the transmission matrix is measured for one linear polarization of 

input and output light only. Since the polarization is scrambled in the MMF, some 
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of the input light is converted to the other polarization and thus is not measured at 

the output. The transmission matrix is non-unitary even without intrinsic loss, and 

it is part of the full transmission matrix for both polarizations. Nevertheless, we can 

still obtain the time-delay matrix for one polarization from the partial transmission 

matrix. Its eigenstate gives the linearly-polarized input waveform that generates 

an output held whose one polarization component has a frequency-invariant spatial 

profile. Below we study the characteristics of such polarized PMs, which are simply 

referred to as PMs.

We first experimentally investigate the differences in PMs of the MMF with weak 

and strong mode coupling. Figure 2.4(a-c) shows the far-held patterns of three PMs 

in the weak mode coupling regime with short, medium and long delay times. The 

PM with short delay time has small transverse momentum, similar to the low-order 

modes [Fig. 2.4(a)]. With increasing delay time, the PM acquires larger transverse 

momentum [Fig. 2.4(b)]. The far-held pattern of the PM with long delay time consists 

of large transverse momentum, like the high-order modes [Fig. 2.4(c)], We decom

pose the output held pattern by the LP modes, and the coefficients are given in 

Fig. 2.4(d-f). The PM with short/medium/long delay time is composed mostly of 

low/medium/high-order modes. Clearly, in the weak mode coupling regime, each PM 

contains only a few modes with similar propagation constants.

Figure 2.5(a-c) plots the spatial distribution of the output held amplitude for three 

PMs with short, medium and long delay time in the case of strong mode coupling. 

The far-held patterns contain many transverse momentum components and do not 

resemble any modes of the perfect hber. The modal decomposition verihes that 

these PMs are a superposition of many LP modes [Fig. 2.5(d-f)]. Since higher-order 

modes experience more attenuation, their contributions to PMs, especially to the ones 

with shorter delay times, are reduced. To be more quantitative, we dehne the mode 

participation number as Ne = (^ |cknP)^/(En l#nH), where an is the decomposition
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Figure 2.4: PMs in the weak mode coupling regime, (a-c) Spatial distribution of the 
far-held amplitude for three PMs in the weak mode coupling regime with short (a), 
medium (b) and long (c) delay time. (d-f) Decomposition of output fields in (a-c) by 
the LP modes. The PMs with short/medium/long delay time are composed mostly 
of low/medium/high-order LP modes. Ne is the mode participation number.
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Figure 2.5: PMs in the strong mode coupling regime, (a-c) Spatial distribution of 
the far-held amplitude for three PMs in the strong mode coupling regime with short 
(a), medium (b) and long (c) delay time. (d-f) Modal decomposition of output fields 
in (a-c), revealing the PM is a superposition of many LP modes. Ne is the mode 
partition number.
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coefficient for the n-th mode. As noted in Figs. 2.4 and 2.5, the values of Ne for the 

PMs in the weak mode coupling regime are significantly smaller than those in the 

strong mode coupling regime.

2.4 Spectral and temporal properties

2.4.1 Spectral property

To investigate the spectral property of PMs, we scan the frequency w while keeping 

the input field pattern to that of a PM at u0. The output field pattern is measured 

at each frequency and compared to that at wo- Figure 2.6(a) shows the far-held 

patterns of a PM in the strong mode coupling regime at three frequencies (top row), 

and they are nearly identical. For comparison, a random superposition of modes at 

the input results in different output profiles at these three frequencies [bottom row 

of Fig. 2.6(a)]. This striking difference illustrates that the output field pattern of the 

PM decorrelates much slower with frequency.

To be more quantitative, we calculate the spectral correlation function C(Aw = 

w — w0) = |#(wo + Aw) • ^(w0)| = cos[0(Aw)], where # is a vector representing 

the output fields in all spatial channels with its magnitude normalized to unity. 9 is 

the angle between the two vectors at different frequencies. As shown in Fig. 2.6(b), 

C(Aw) for the PM is significantly larger than that for the random input. It displays 

a broad plateau at Aw = 0. Thus the output field of a PM still de-correlates as a 

result of a frequency shift, leading to a finite bandwidth. To understand the shape of 

the correlation curve, we analyze the derivatives of C(Aw). The first-order derivative 

of C(Aw) with respect to Aw is

dC(Aw) 
dAw

— sin[0(Aw)]
d^(Aw) 

dAw
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Figure 2.6: Spectral property of PMs in an MMF with strong mode coupling, (a) 
Output field amplitude for the input wavefront of a PM in the strong mode coupling 
regime with short delay time at wo = 1219 THz (top row), or a random superposition 
of linearly polarized modes (bottom row). The input frequency is w — Wo = —157 
GHz (left column), 0 (middle column), and 157 GHz (right column). The output field 
patterns for the PM input are similar while those for random input are totally differ
ent. (b) Spectral correlation function C(Aw) of the output field pattern, measured 
experimentally for a PM (red solid curve) or calculated from the measured trans
mission matrix and input spatial profile of the same PM (green dotted curve). For 
comparison, C(Aw) for a random input is also shown (blue dashed curve). C(Aw) is 
normalized to one at Aw = 0. Its value decreases to 0.9 at Aw = 338 GHz for the 
PM and 173 GHz for the random input. The agreement between the red and green 
curves illustrates the accuracy of the measurement.
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d^(Aw) 
dAcu 

d^(Aw) 
dAn^

At Acu = 0, 0(Auu) = 0 and sin[6)(Acd)] = 0. Thus the first-order derivative of the 

spectral correlation function vanishes for any input field. The second-order derivative 

of C(Acj) is

dw =

— sin[6*(An;)]

At Aüj = 0, the second term on the right hand side vanishes, and cos^ = 0] = 1 in 

the first term, giving C"(Ao; = 0) = — [^(Alj = 0)]2.

For a PM, the output field pattern is invariant with frequency to the first order, 

i.e., 0'(Auj = 0) = 0. Thus the second-order derivative of the spectral correlation 

function vanishes, C%Acd = 0) = 0. For a random input field, 0'(Au = 0) does not 

vanish, and hence C"(Au; = 0) is nonzero. Consequently, the spectral decorrelation 

of PMs is much slower than that of a random input, leading to a plateau of the 

correlation curve, that is absent for the random input. We note that C" vanishes 

only at cc0, not at nearby frequencies for a PM. Moreover, the third-order derivatives 

are non-zero even at cc0- Thus the output field of a PM still de-correlates as a result 

of a frequency shift, leading to a finite bandwidth.

2.4.2 Temporal dynamics

In the next step we probe the temporal dynamics of a single PM. Like other open 

chaotic systems, the transmission of a pulse through an MMF with strong mode 

coupling involves spatial and temporal distortions. Strong mode mixing results in 

hopping of the light among modes with different propagation constants. Thus the light 

can take many paths of varying lengths through the fiber. The output in each spatial 

channel (e.g. speckle grain) is a sum of waves with different paths, each associated 

with a respective time delay, leading to temporal broadening and distortion of the
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Figure 2.7: Temporal property of PMs in an MM F with strong mode coupling. (a,b) 
Temporal variation of the output field amplitude in three spatial channels (three 
speckles grains) when an optical pulse is launched into a random superposition of 
fiber modes (a) or a PM in the strong mode coupling regime at Wo = 194 THz (b). 
The spatial profile of the output field is recorded in a frequency range of 400 GHz 
with a step size of 2.5 GHz. The Fourier transform is then performed to obtain 
the field evolution in time. The horizontal axis is the relative delay time, obtained 
by subtracting the average delay time for random input fields. The temporal traces 
of individual spatial channels are totally different for the random input, but nearly 
identical for the PM input, (c) Spatially integrated intensity of the input (black 
dotted curve) and the output pulses when a Gaussian pulse is injected to the MMF 
with random spatial profile (blue dashed curve) or with the profile of a PM (red solid 
curve).
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input pulse. Typically, the temporal trace varies from one channel to another, since 

the combination of paths differs. This is confirmed by simulating the propagation of 

a pulse, 0(f) = J 0(oj) e~wtdw, with a field spectrum 0(u). The pulse is launched 

into a random superposition of modes at the input of the fiber, and the output field 

patterns are recorded experimentally as a function of frequency. We perform the 

Fourier transform to obtain the temporal evolution of the output field in each spatial 

channel. Figure 2.7(a) shows the temporal traces of field magnitude in three spatial 

channels. They are very different from each other, due to strong mode scrambling in 

the fiber.

However, if the input light is coupled to a PM, the output fields in different spatial 

channels are synchronized, as shown in Fig. 2.7(b). This is a direct consequence of 

the invariance of the output field pattern with frequency. Specifically, the output 

field vector at frequency cc can be written as ^(w) = 0(cd)t(cu)$, where the input 

field vector $ corresponds to a PM at Wo. If the input bandwidth is less than the 

spectral correlation width of the PM, t(cc)$ ~ o, where is a unit vector 

representing the normalized output field profile for the PM at cj0, and a(u) is a 

complex number that may vary with frequency. The Fourier transform of Ÿ(ùj) gives 

the output field vector ^(t) = 0(t)Ÿo, where 0(t) = f 0(w)ci(u)e"^dT represents 

the output pulse shape. Hence, the spatial and temporal variations of the output 

field become decoupled for the PM. The temporal traces in all output channels are 

identical up to a constant factor given by the elements of ^o- The spatial profile of the 

output field remains constant in time, allowing the spatial and temporal distortions 

to be corrected separately. For example, the output pulse shape can be tailored by 

modulating the spectral phase of the input spectrum 0(u). Since the output fields 

are spatially coherent, a spatial mask can convert the output to any desired pattern 

or focus to a diffraction-limited spot.

Let us consider a simple case, a(w) ~ where qq is a constant amplitude 
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and the phase 7y(u) ~ 77(w0) + Ho — u^), where is the value of dri/du at ujq. Then 

the output pulse, 0(t) oc 0(r — 77^, has the same temporal shape as the input one. 

This is confirmed by synthesizing a pulse with Gaussian spectrum and flat phase at the 

input. The output intensity, summed over all spatial channels, is plotted in Fig. 2.7(c) 

together with the input pulse intensity. The output pulse has negligible broadening 

and shape distortion, despite strong mode coupling in the fiber. In contrast, the 

same pulse, but with a random input pattern, suffers from severe broadening as seen 

in Fig. 2.7(c). PMs can thus compensate for the temporal distortion induced by 

modal dispersion in an MMF.

2.5 Principal mode bandwidth

The unique spectral and temporal properties of PMs hold in both weak and strong 

mode coupling regimes. However, the properties are only true within a finite frequency 

range. It is hence important to determine the bandwidth of PMs. To be quantitative, 

we define the PM bandwidth A ay as the frequency range over which C > 0.9C(0). 

Since the spectral decorrelation of the output pattern for any input waveform depends 

on fiber properties, such as the fiber length and numerical aperture, we plot the 

enhancement ratio of the bandwidth of PMs to the bandwidth of random inputs noted 

as normalized bandwidth. Figure 2.8 plots the correlation function and the normalized 

A ay for all PMs versus their delay times. In the weak mode coupling regime, the PM 

bandwidth first drops sharply with increasing delay time, then levels off. In the 

strong mode coupling regime, Aay remains nearly constant at short delay time, and 

starts decreasing as the delay time becomes larger. The normalized bandwidths of 

PMs in the weak mode coupling regime are larger than those in the strong mode 

coupling regime, indicating the enhancement of PMs is more profound in the weak 

mode coupling regime.
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Figure 2.8: Spectral decorrelation of PMs. (a,b) Spectral correlation function C(Aw) 
of the output field pattern, measured experimentally for three PMs with short delay 
time (red line), medium delay time (blue line) and long delay time (green line) in 
the MMF with weak (a) and strong (b) mode coupling. For comparison. C(Aw) for 
a random input is also shown (black dashed curve). C(Aw) is normalized to one 
at Acc = 0. The output held pattern for the PM with short delay time decorrelates 
more slowly with frequency than that with long delay time. (c,d) Normalized spectral 
correlation width of PMs vs. delay times in weak (c) and strong (d) mode coupling 
regime. The red, blue and green arrows indicate the PMs of which the three spectral 
correlation curves plotted in (a) and (b).
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To understand what determines the bandwidths of PMs in the MMFs with weak 

and strong mode coupling, we perform numerical simulations using the concatenated 

fiber model [24]. In particular, we consider a one-meter-long step-index fiber with 50 

/rm core and 0.22 numerical aperture. The fiber is divided into 20 short segments; 

light propagates in each segment as in a perfect fiber without mode coupling. Between 

adjacent segments, the guided modes are randomly coupled. The scattering in the 

mode space is simulated by a unitary random matrix, which is given by A = exp [z 77], 

where H is a random Hermitian matrix. We construct H = G • (R + in which R 

is a complex random matrix whose elements are taken from the normal distribution, 

and G is a real matrix imposing a Gaussian envelope function on the matrix elements 

along the off-diagonal direction. Specifically, the magnitude of the matrix elements 

decays away from the diagonal, and the decay rate, i.e., the width of the Gaussian 

envelope function, depends on the degree of mode coupling. The faster the decay, 

the narrower the envelope function and the weaker the mode coupling. Therefore, 

by varying the width of the Gaussian envelope function, we can tune the scattering 

strength in mode space.

To quantify the amount of scattering in mode space, we calculate the effective 

transport mean free path 1, which is given by the propagation distance beyond which 

the relative intensity distribution in each mode no longer changes [25,26]. In the 

concatenated fiber model, the transport mean free path is obtained numerically by 

launching light into a single mode and computing the number of segments light prop

agates until all modes are equally populated. The coupling strength is described by 

the ratio of the fiber length L to the effective transport mean free path 1.

First, we ignore the fiber loss and calculate the normalized bandwidths of PMs 

in the MMF with different degrees of mode coupling. In the weak-coupling limit 

(L/T <C 1), the normalized bandwidth has two maxima at the shortest delay time 

and the longest delay time [Fig. 2.9(a)]. As the mode coupling {L/t) increases, the
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Figure 2.9: Calculated PM bandwidths (upper row) and corresponding path-length 
distributions (lower row). The MMF is a step-index fiber with 50 core and 0.22 
numerical aperture. The mode coupling strength (L/I) is 0.2 in (a,d), 1.0 in (b,e), 
and 10 in (c,f). (a,b,c) PM band widths vs. delay times. The bandwidth is normalized 
to the average width of random inputs. The shortest delay time is set to be 0 and 
the difference between the shortest and longest delay time is normalized to 1. (d,e,f) 
The intensity distributions over the relative path-length of the PMs in (a,c,e) with 
the delay time = 0 (red solid line), 0.5 (blue dashed line) and 1 (black dotted line). In 
the weak mode coupling regime (a), the PM bandwidth is maximized at the shortest 
and longest delay time. In the strong mode coupling regime (c), the PM bandwidth 
is the largest at the medium delay time, (b) shows the transition between the two 
regimes.

normalized bandwidths of all the PMs are reduced. However, the decrease at the 

medium delay time is slower than that at short and long delay times. Consequently, 

a new maximum arises at the medium delay time when (L/£ _ 1) [Fig. 2.9(b)]. With 

a further increase of mode coupling, the two local maxima at the shortest and longest 

delay times disappear entirely [Fig. 2.9(c)]. Thus the variation of the bandwidth with 

the delay time in the strong mode coupling regime 1) is just opposite to that

in the weak mode coupling regime.
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2.5.1 Physical understanding

To interpret these results, we resort to an intuitive picture of optical paths in the 

MMF. An MMF supports many propagating modes, each having a different propa

gation constant. From the geometrical-optics point of view, various rays propagate 

down the fiber at different angles relative to the axis of the fiber, and thus travel 

different distances and experience different phase delays. Inherent imperfections and 

external perturbations result in light hopping among the trajectories with different 

angles and lengths. Hence, light can take many paths of different lengths to trans

mit through the fiber. The sum of waves following different paths gives the output 

field. Formally, this fact can be expressed by writing the transmission amplitude 

from an incoming mode m and an outgoing mode n at frequency Au (cen

tral frequency is set to zero) through a sum over infinitely many paths p, each of 

which contributes with an amplitude Ap and with a phase that depends on the path 

length LP in the following way: tnm(Au) = Ap exp(z AuLp/c) [27]. This relation 

follows directly from the Feynman path integral formulation of the Green’s function, 

for which several semiclassical approximations have been worked out (see [28] for 

an overview). The interesting insight that we now deduce from this path picture is 

that in the weak guiding approximation one can deduce the path spectrum inm(L) 

contributing to the transmission amplitude tnm(Au) by a simple Fourier transform 

tnm(L) = dktnm(k) exp(-ikL) [2!)], where we define k = Au/c. Correspond

ingly, the power spectrum of the total transmission through the fiber is given as

The width of the intensity distribution over the path-length spectrum determines 

how fast the output field decorrelates with frequency. The narrower the distribution, 

the weaker the dephasing among different paths, and the slower the decorrelation. 

We calculate f(L) for the PMs in different mode coupling regimes. Figure 2.9(d,e,f) 

presents the results for three PMs with the shortest, intermediate, and longest de
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lay times. In the case of weak mode coupling, the intensity distribution over the 

path-length is narrow [Fig. 2.9(d)] because each PM contains only a few modes with 

similar propagation constants. For example, the PM with short delay time consists of 

a few low-order modes. The adjacent modes that these low-order modes can couple to 

are higher-order modes with smaller propagation constants. However, the PM with 

intermediate delay time is composed of modes with medium propagation constants, 

which are surrounded by both lower and higher-order modes to which they can couple 

to. Since the propagation constants of modes in a step-index fiber are almost equally 

spaced, the constituent modes for an intermediate PM have more neighboring modes 

to couple to, and the intensity distribution over the path-length is wider than that 

for the fast PM. Consequently, the fast PM has a broader bandwidth than the inter

mediate PM. The same argument applies to the slow PM that has a long delay time. 

Therefore, the fastest and slowest PMs have the maximum bandwidth.

As the mode coupling strength increases gradually, the intensity distribution over 

the path-length is broadened [Fig. 2.9(e)], and the normalized bandwidth of PMs is 

reduced. Eventually all modes are coupled, and the transition from single scattering 

to multiple scattering occurs in mode space. Since light can follow many possible 

trajectories of the same length from the input to the output of the fiber, the in

terference of the fields from these paths determines the intensity distribution over 

the path-length. In Fig. 2.9(f), the fast PM has intensity concentrated on shorter 

paths, as the destructive interference of different trajectories with the same length 

makes is merely pronounced for longer path-length. The opposite happens to 

the slow PM. Quite remarkably, Such interference effects are completely determined 

by the input wave front. PMs with intermediate delay times suppress both short and 

long paths by a destructive interference. In the absence of mode-dependent loss, the 

central-limit-theorem dictates that the density of path-lengths has a Gaussian distri

bution that is peaked at the medium delay time. Thus the intermediate PMs, whose 
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delay times coincide with or are close to the medium path-length of maximal density, 

only need to suppress a small number of trajectories of short or long path-lengths 

via interference. By contrast, the PMs with short delay times require a destructive 

interference of both medium and long paths. Since there are more trajectories with 

medium path-length, it is more difficult to suppress them via interference, as evident 

from the shoulder at medium path-length for the fast PM in Fig. 2.9(e). Hence, the 

fast PMs have broader path-length distributions and narrower bandwidths than the 

medium PMs. The same explanation applies to the bandwidths of the slow PMs.

It is now clear that the well-defined delay times of PMs are formed by multi

path interference. In the weak mode coupling regime, the PMs are formed by modes 

with similar propagation constants because these modes have similar path-lengths. 

In the strong mode coupling regime, the multi-path interference effect becomes more 

important. By controlling the input wavefront, light is selectively coupled into paths 

with similar path-lengths, though they manifest different modes at the input.

2.5.2 Effect of mode-dependent loss

The numerical study in the last subsection assumes no loss in the fiber. However, loss 

is common in an MMF. The loss is mainly from the scatterings at micro-bendings in 

the fiber, and it is usually greater for higher-order modes, as we illustrated in Chapter 

1. In this section, we investigate the effects of mode-dependent loss (MDL) on PMs. 

In the concatenated fiber model, we introduce a uniform absorption coefficient to 

each segment of the fiber. Higher-order modes that have longer transit time thus 

experience more loss.

We compare the PM bandwidth with MDL to that without MDL in Fig. 2.10. In 

the weak mode coupling regime, MDL significantly reduces the bandwidth of PMs 

with long delay times, as indicated by the arrow in Fig. 2.10(a). In contrast, the 

bandwidth of PMs with short delay times are nearly unchanged by the MDL. This
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Figure 2.10: Effects of MDL on PM bandwidths and path-length distributions, (a) 
Normalized bandwidths of P Ms in the weak (a) and strong (c) mode coupling regimes 
with (red dots) or without (black crosses) MDL. (b,d) Calculated intensity distribu
tions over the path-length of PMs in (a,c) with delay time = 0, 0.2 ns in (b) and 0, 
0.12 ns in (d) with (red dashed) or without (black solid) MDL. In the weak coupling 
regime, the MDL reduces significantly the bandwidth of slow PMs (a) by broadening 
their path-length distributions (b). In the strong coupling regime, the MDL enhances 
the bandwidth of fast PMs (c) by narrowing their path-length distribution (d).
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behavior can be explained by the change in the intensity distribution over the path

length T^L\ The slow PM is composed of long paths, and the stronger attenuation 

of the longer paths broadens the distribution, as shown in Fig. 2.10(b). Consequently, 

the bandwidth of the PM with long delay time is reduced. The fast PM, by contrast, 

consists of short paths, which experience little loss, thus T(L) remains almost the 

same, and with it also the bandwidth of the PM. The longer the delay time, the 

stronger the effect of MDL, and the greater the reduction in the PM bandwidth.

In the strong mode coupling regime, the MDL enhances the bandwidth of a PM 

with short delay time, while reducing the bandwidth of PM with long delay time 

[Fig. 2.10(c)]. Since the fast PM has a broader path-length distribution than that in 

the weak mode coupling regime, the MDL suppresses the longer paths and narrows 

the distribution that centers on the short path-length [Fig. 2.10(d)]. In contrast, the 

path-length distribution for the slow PM, which centers on the long path-length, is 

broadened by the MDL, as the shorter paths experience less attenuation than the 

longer ones. The variations of the PM bandwidth with the delay time in both weak 

and strong coupling regimes agree qualitatively with the experimental results in Fig. 

2T(b,d). We may thus conclude that MDL has a significant impact on the bandwidths 

of PMs and needs to be taken into account to understand the experimental data.

2.5.3 Transition from weak to strong mode coupling

We further analyze the transition from weak to strong mode coupling. The fiber 

length L is fixed while the transport mean free path £ decreases with increasing 

mode coupling. In Fig. 2.11, we plot the average bandwidth of PMs and random 

inputs as a function of the ratio L/£. As L/£ increases, the average bandwidth of 

random input fields increases monotonically, as shown by the black dashed line in 

Fig. 2.11(a). In a multimode fiber of fixed length L, the path length spectrum is 

bound by the shortest path that light stays in the lowest-order guided mode while
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Figure 2.11: Evolution of PM bandwidth with mode coupling strength, (a) With 
L fixed, the average bandwidth of all PMs (blue solid curve) first decreases with 
L/£, reaches the minimum at L/I ~ 1, and then increases. For comparison (black 
dashed curve), the average bandwidth of random inputs increases monotonically with 
L/I. The circles and arrows are denoting the corresponding axes, (b) The normalized 
bandwidths (bandwidth enhancement ratio) of PMs decrease with L/C and approaches 
a constant, (c) The difference between the maximum bandwidth and the minimum 
bandwidth (blue, solid line) exhibits a similar trend as the average bandwidth. The 
bandwidth difference is normalized by the average bandwidth to show the relative 
bandwidth fluctuation (black, dashed line). The circles and arrows are denoting the 
corresponding axes.

propagating through the fiber, and by the longest path that light remains in the 

highest-order mode. Mode coupling causes light to be randomly scattered from one 

mode to another, thus the path length spectrum gets narrower. Consequently, the 

bandwidth of random input increases [26,30,31]. This is different from light diffusion 

in a random scattering medium. With a fixed system size L, an increase of the 

scattering strength (corresponding to a decrease of the transport mean free path £) 

will increase the mean scattering path length and broaden the path length spectrum. 

The shortest path-length is L while the longer scattering path lengths change with L 

In a diffusive medium, the width of the path length spectrum increases linearly with 

the mean path length ~ L2/^, thus the bandwidth will decrease as £ gets shorter. For 

PMs, the average bandwidth first decreases rapidly, then goes through a turning point 

at L/I ~ 1, and starts increasing again [Fig. 2.11(a), blue solid curve]. In the absence 

of mode coupling, the PMs are simply the linearly polarized (LP) modes, which are the 

eigenmodes of the fiber with the weak-guiding approximation. Each PM corresponds 

to a single path length and has an infinite bandwidth. This is different from the 
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case of a random input field that excites all LP modes with distinct propagation 

constants, leading to a large spread of path lengths and a small bandwidth. With the 

introduction of mode coupling, an LP mode is scattered to nearby ones with similar 

propagation constants. Each PM becomes a superposition of a few LP modes with 

slightly different propagation constants. The increase of the path length spread results 

in a reduction in the PM bandwidth. In the single scattering regime L/T < l, stronger 

mode coupling further spreads light in mode space, and each PM consists of more LP 

modes. In particular, the number of LP modes in the PM with short or long delay 

time grows faster and approaches that with medium delay time. Consequently, the 

path-length distributions broaden more quickly and the bandwidths decrease more 

rapidly for the slow and fast PMs, leading to the reduction of the two local maxima 

at the shortest and longest delay times [Fig. 2.9(a,b)].

Figure 2.11(b) plots the normalized bandwidth, i.e, the ratio of the average band

width of PMs over that of random inputs, when the fiber length L is fixed. As the 

transport mean free path £ decreases with increasing mode coupling, the normalized 

bandwidth drops monotonically and eventually approaches a constant in the strong 

mode coupling regime. This behavior is in contrast to the non-monotonic variation 

of the actual bandwidth of PMs in Fig. 2.11(a), and it is attributed to the continuous 

increase of the random input bandwidth with mode coupling strength.

To find the range of PM bandwdiths, we also calculate the difference between the 

largest and smallest bandwidths of PMs, which exhibits a trend similar to the average 

bandwidth as seen in Fig. 2.11(c). In the weak mode coupling regime, the range is 

large but it declines dramatically with the coupling strength. When the system 

gradually transits to the strong mode coupling regime, the range increases slightly, 

but still remains at a small value. We normalized the range of PM bandwidth by the 

mean, which gives the relative fluctuation of the bandwidth (black dashed line), as 

shown in Fig. 2.11(c).
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2.6 Conclusion

In summary, we experimentally probed individual eigenstates of the Wigner-Smith 

time-delay matrix of a multimode fiber with mode mixing. By applying external 

stress to the fiber and gradually adjusting the stress, we demonstrated PMs in the 

weak and strong mode coupling regime. In the weak mode coupling regime, each 

PM is composed of a small number of fiber eigenmodes with similar propagation 

constants. In the strong mode coupling regime, however, a PM is formed by all 

modes. We find that the well-defined delay times of the eigenstates are formed by 

multi-path interference, which can be manipulated by the spatial degrees of freedom 

of the input wavefront. Within certain bandwidths, PMs possess the unique spectral 

and temporal property that the spatial and temporal variations of the transmitted 

field are decoupled. It enables a global spatiotemporal control of pulse transmission 

through complex media. Such global control is more challenging than the control over 

a single spatial channel.

The bandwidths of PMs are very different in the weak and strong mode coupling 

regime. When there is no mode-dependent loss in the fiber, PMs with shorter or 

longer delay times have broader bandwidths in the weak mode coupling regime. The 

opposite is true for strong mode coupling where the bandwidth is maximal for PMs 

with medium delay times. By analyzing the path-length distributions, we discover 

two distinct mechanisms that determine the bandwidth of PMs in the weak and strong 

mode coupling regime. For weak mode coupling, fast or slow PMs spread less in mode 

space and experience weaker modal dispersion, thus having broader bandwidth than 

intermediate PMs. In the strong mode coupling regime, the path-length spectrum 

gets narrowed, and the maximum bandwidth is reached for the PMs whose delay time 

corresponds to the maximum density of path-length. Without MDL, the density of 

path-length is peaked at intermediate lengths such that the PMs with medium delay 

times have the largest bandwidth. MDL also affects the bandwidths of PMs. In 
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the presence of MDL, the bandwidth for a slow PM is reduced significantly while 

that for a fast PM remains nearly unchanged. With MDL, the maximum density of 

path-length shifts to shorter paths, due to stronger attenuation of longer paths in the 

fiber. Consequently, MDL enhances the bandwidth of fast PMs while it reduces the 

bandwidth of slow PMs.

We also realized the transition from weak to strong mode coupling. Such a tran

sition is mapped to that from single scattering to multiple scattering in mode space. 

During the transition from the weak to the strong mode coupling regime, the mean 

bandwidth of all PMs displays a non-monotonic evolution, reaching a global minimum 

at the transition point right between these two regimes. In contrast, the normalized 

bandwidth, which represents the enhancement of the PM bandwidth over that of 

random input fields, decreases monotonically with increasing mode coupling. The 

evolution of PM bandwidth with the disorder strength in a multimode fiber is thus 

very different from that in a random scattering medium, highlighting the subtle dif

ferences of light transport in multimode fibers and turbid media.
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Chapter 3

Super- and anti- principal modes

3.1 Introduction

1 In chapter 2, we studied principal modes (PMs) in multimode fibers. In spite of 

their promising potential, PMs suffer from two major shortcomings. First, they have 

a finite spectral width, limiting the bandwidth of input signals that can maintain the 

temporal pulse shape and spatial coherence after being transmitted. This limitation 

is severe for MMFs with strong mode mixing as well as for disordered media, where 

the bandwidth of PMs is particularly narrow. Secondly, PMs are non-orthogonal to 

each other in non-Hermitian systems like an MMF with mode-dependent loss (MDL), 

resulting in the crosstalk between them. A fundamental question is thus whether an 

orthogonal set of states exist that outperform PMs in terms of the spectral correlation 

width, especially in the restrictive regime of strong mode coupling where a gain in 

bandwidth is in the highest demand. If such special states indeed exist, a practical 

question is how to generate them experimentally. Such an operational procedure could 

have a broad impact on all of the different complex wave scattering systems where

1. This chapter is primarily based on the work published in ref. [1]. P. Ambichi developed the 
optimization algorithm. W. Xiong performed the experiment and analysis. S. Rotter and H. Cao 
supervised the project.
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PMs can be generated and specifically for photonic applications in communication, 

imaging, nonlinear microscopy, laser amplifiers, and quantum technology.

In a seemingly unrelated context, it has recently been shown that a disordered 

medium [2] or an MMF [3-5] can function as a spectrometer with ultrahigh resolution, 

broad bandwidth and low loss. The output speckle pattern of these systems is formed 

by multi-path interference and thus changes with the input frequency. The working 

principle of these spectrometers is to use the frequency-dependent speckle pattern as 

a fingerprint to recover the input spectrum. To further increase the resolving power 

of these devices, one needs to enhance the frequency sensitivity of output speckle 

patterns. The key question here is whether it is possible to achieve this by creating 

a special input state whose output field pattern is considerably more sensitive to a 

frequency change than that of a typical input. The crucial point is, in other words, 

whether one can use the spatial degree of freedom at the input to accelerate the 

spectral decorrelation at the output of a disordered medium or of an MMF.

Another practical application of MMFs in biomedical imaging is to reduce the 

spatial coherence of a broadband light source for parallel optical coherence tomogra

phy (OCT) [6]. When imaging through turbid media such as biological tissue, the 

suppression of spatial coherence of the illuminating light prevents resolution loss from 

crosstalk due to coherent multiple scattering. If it was possible to create a state in the 

MMF with much reduced spectral correlation, one could greatly suppress the spatial 

coherence at the MMF output by launching broadband light into such a state.

Here we introduce such novel states of light that have the aforementioned unique 

characteristics. As we demonstrate explicitly, exceeding the already efficient perfor

mance of PMs is possible by making use of the information stored in the multi-spectral 

transmission matrix of an MMF. Based on an optimization procedure operating on 

such a matrix [7], we are able to create a set of “super-PMs” that not only have a 

significantly increased spectral stability as compared to the most stable PM available 
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in the same fiber, but that also have the great advantage of being mutually orthogonal 

even in the presence of MDL. Moreover, our optimization procedure can be applied 

to generate “anti-PMs” featuring an extremely narrow spectral correlation width - a 

property that holds promise for spectroscopy and sensing applications with MMFs.

Intuitively, the physical mechanisms for the formation of both “super-PMs” and 

“anti-PMs” can be understood in the basis of PMs. In the absence of MDL, “super- 

PMs” are formed by PMs with similar delay times and the interference effect between 

them brings about a broader bandwidth for the “super-PMs”. On the contrary, “anti- 

PMs” are composed of PMs with extremely different delay times, which directly 

results in a bandwidth even narrower than that of random inputs. More importantly, 

our analysis illustrates that the PMs provide a powerful basis for synthesizing new 

types of states with unique spatial, temporal and spectral characteristics.

3.2 Super-principal modes

3.2.1 Increase the correlation bandwidth

The first question we address here is whether it is possible to increase the correlation 

width beyond the values obtained for PMs. To achieve this goal, we revisit the design 

principle of PMs, which are generated by the operator

7 . i, x dt
q<p=—it (w0)

(2U
(3.1)

such that their output field patterns do not change when changing the input frequency 

incrementally by du from the reference value u0. In a first step we modify this 

approach to produce a state whose output pattern stays invariant when the input 

frequency is changed by a finite shift Au rather than by the infinitesimal value du.

To implement such a strategy, we introduce a new operator that aligns the output 
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vectors of its eigenstate at two arbitrarily spaced frequencies Wo (1550 nm, 193.4 THz) 

and w (with w - w0 = Aw). This new operator p(w, Wo) takes the following form,

p(w,wo):=-zf i(^o)
^(w) — t(cc o) 

U — CJq
(3.2)

It approaches the time-delay operator q for small frequency spacing between cj0 and 

w, i.e., q = limA^^o p(cc, cjq). An eigenstate of this new operator p(w, Wo) features an 

output correlation function C(w, wo), which peaks not only at cc0 but also at w. With 

a gradual increase of | Aw|, the two correlation peaks move further apart, suggesting 

the possibility of extending the correlation bandwidth beyond that of the PM. We 

thereby use the term “super-PM” to label a state that has a correlation bandwidth

of the output field pattern exceeding that of the widest PM in a given fiber.
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Figure 3.1: Experimentally measured autocorrelation function CÇüu.üüo) for the most 
stable PM (blue solid line). For comparison, we also show the measured average 
correlation of 20 random inputs (gray dashed line) with a narrower bandwidth. A 
super-PM eigenvector of p(Aw) with Aw = 0.28 THz is evaluated using the measured 
transmission matrix and its correlation function (green dotted curve). The horizontal 
solid gray line indicates the threshold value C(w,w0) = 0.90 that sets the correlation 
width.

From the experimentally measured transmission matrix t(w), we numerically gen

erate the super-PMs as the eigenstates of p(w, wo) in Eq. (3.2), and find the anticipated 
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two peaks at u and ùj0 in the correlation function, as shown by the green dotted curve 

in Fig. 3.1. The width of each peak is given approximately by the spectral correlation 

width Ju of the transmission matrix (i.e., the correlation width associated with ran

dom input). As the frequency spacing between the two peaks at u and u0 exceeds the 

peak width Ju, a dip develops in between the two peaks. To maximize the correlation 

bandwidth, we choose the spacing u — u0 such that C(u, Uo) drops to the threshold 

value of 0.9 in between the two peaks in Fig. 3.1(b). In this case, the correlation 

width is about 18% wider than the width of the widest PM. A further increase of Au 

makes the dip in between the two peaks drop to below 0.9, causing a sudden decrease 

in bandwidth.

To reach the ideal case of a flat correlation function C(u,u0) % 1 over the entire 

interval [u0,u], Au must be less than Ju. The fundamental reason that prevents 

such a flat correlation curve from being realized in a broader frequency interval can 

be understood from the construction principle of p(u,uo) and of its eigenstates: a 

state with a flat correlation function C(u, Uo) = 1 in a finite interval [uo,u] would 

have to be a simultaneous eigenstate of all operators p(u,u0) in this u-interval. The 

relevant commutator that would have to vanish for this to be possible is, however, 

non-zero in general: [p(ui, u0), p(w2, ^o)] 0 with |ui — u2| > Ju.

3.2.2 Nonlinear optimization

In spite of this restriction, we will now show how to create a set of states with 

correlation bandwidth considerably exceeding that of conventional PMs. In addition, 

we will make such “super-PMs” mutually orthogonal, even when the fiber has MDL. 

Both the PMs and super-PMs described above are non-orthgonal, as the operators 

q(u0) and p(u, u0) become non-Hermitian in the presence of MDL. We will thus work 

with a new approach that constructs the desired set of super-PMs as approximate 

rather than as perfect simultaneous eigenvectors of the operators p(u,u0) within a
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Figure 3.2: Bandwidth comparison of PMs and super-PMs. (a) Measured spectral 
correlation function C(w, ojo) for the output signals of the widest PM (blue solid line), 
and for the widest super-PM obtained from our bandwidth optimization (green dotted 
line). The weighting function W(w) used in the cost function of Eq. (3.3) is shown 
as purple dash-dotted line. The gray dashed line shows the spectral correlation of a 
random input. The horizontal solid gray line indicates the threshold value C(uq w0) — 
0.90 that sets the correlation width, (b) Spectral correlation width of super-PMs and 
PMs normalized by that of a random input. Our optimization scheme found 20 
super-PMs that have a larger bandwidth than the widest PM. The orthogonality of 
the output field patterns for the 20 widest PMs (c) and the 20 super-PMs (d). In the 
presence of loss, the PMs are not orthogonal but the super-PMs are.
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desired spectral interval. Achieving this objective calls for the implementation of an 

optimization procedure with a non-linear cost function involving the multi-spectral 

transmission matrix i(w) and the operators p(w, Wo). Given the dimensionality of 

the problem determined by the number of fiber modes and the width of the spectral 

region of interest, such an optimization is a very demanding task even numerically.

In the following we take a shortcut to create orthogonal super-PMs by working 

with a considerably reduced optimization functional T (cost function),

-?A(wo)
2 (3.3)

The spectral range that is effectively taken into account in this functional is defined 

by the weighting function which is chosen to be a step-like, but continuous 

function centered around see Fig. 3.2(a) (purple dash-dotted curve). To maximize
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the width of the correlation function the (scalar) value of T needs to be

minimized depending on the input state 0 = ^\w) ^(w). We implement an efficient 

minimization of T using a simple gradient-based scheme.

The gradient with respect to ÿ using ^(w) = t(u) (j) for the cost function

reads

du

_ 2 _ 2
^(w) V^(^o) /

a 2 .
^(wo) (/)

(3.4)

ÔT t(uo) + t(u))

. 2 (3.5)

T^(cj) t(u) (j)

+^(^o) ^o)

Please note that \t(u) ^\2 = and that a derivative with respect to 0

does not lead to equations linearly independent from the set of equations (3.6), since 

T(0) is a real quantity.

The n + 1-th optimization step for the vector that is optimized for is then
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calculated from the n-th step according to

■‘*n + l \ O0T /

with a suitably chosen stepsize As and the normalization constant Nn+i assuring 

|^+i| = 1. The starting guess for each super-PM optimization is the respective 

projection of the widest PM onto the subspaces orthogonal to each of the previously 

calculated super-PMs. In the first iteration step, we start directly from the widest 

PM.

We note that our optimization scheme is a purely numerical optimization based 

on the experimentally measured transmission matrices rather than an experimental 

feedback loop. We typically obtain the widest super-PM with an optimization loop 

that is initiated with the widest PM as a starting point for the corresponding iteration. 

Next, a whole cascade of optimizations of Eq. (3.3) is carried out, where in each 

optimization loop for a single super-PM the cost function T is minimized in the 

vector space orthogonal to each of the super-PMs obtained in the preceding steps. In 

this way, a strictly orthogonal set of super-PMs is obtained.

The input states for these super-PMs are created by the SLM and injected into 

the fiber. Figure 3.2(a) shows the widest super-PM (green dotted line). Its spectral 

correlation width is about 70% larger than that of the widest PM. Out of the total 90 

modes in the fiber after the matrix truncation, we find 20 super-PMs that outperform 

the widest PM in terms of the correlation width. Figure 3.2(b) shows the spectral 

width of super-PMs normalized by that of random input wavefronts. The widest 

super-PM has a bandwidth increase of 4.5 times as compared to the random input. 

In addition, we also plot the 20 PMs with the largest bandwidth and find that the 

bandwidth enhancement for super-PMs is well above that of the PMs.

Because of fiber absorption and scattering loss, the PMs are non-orthogonal al
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ready at the fiber input, since they are the eigenstates of the non-Hermitian operator 

q. The propagation through the fiber will further increase this non-orthogonality, 

thus PMs are non-orthogonal both at the fiber input and output ends. By contrast, 

the super-PMs, in the way we construct them, are orthogonal at the input. We also 

observe that the orthogonality of the super-PMs at the input facet is well sustained 

during propagation through the fiber. The overlap of the output field patterns is 

defined as Omn := |(cj0) - (w0) I for the m-th and n-th super-PM. For a perfectly

orthonormal set of vectors we would have Omn = ômn, where 5mn is the Kronecker 

delta. The 20 widest PMs we consider are rather far away from this ideal case, as 

shown in Fig. 3.2(c). The average off-diagonal element of O is 0.188. The super-PMs 

preserve their initial orthogonality to a large extent as shown in Fig. 3.2(d). On 

average we find for the off-diagonal elements of O a reduced value of 0.068. Thus 

the crosstalk between different super-PMs is strongly suppressed as compared to the 

PMs.

To validate our initial hypothesis that the enhanced bandwidth of super-PMs is 

linked to the property that they mimic mutual eigenstates of all p(cc, cj0) operators in 

the spectral region of interest, we work out a corresponding measure that quantifies 

how close an input state is to a simultaneous eigenvector of these operators. As briefly 

discussed there, an eigenstate of all p-operators in the spectral region of interest would 

feature a perfectly flat correlation function. As we will see in the following, the super- 

PMs, indeed, are closer to being such mutual eigenstates than random inputs or even 

the PMs. For our purposes, we define the expectation value of p(w, Wo) for a state 0 

analogously to that of a Hermitian operator like (p(cc, Wo)) = ÿcjq) In contrast 

to a Hermitian operator, this expectation value is a complex number in general. The 
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variance for the non-Hermitian operator cc0), however, can be computed,

(|p(w,w0) - (p(w,w0)> I2) =

- \ÿp^<M\\ (3.7)

and gives a purely real number. Note that for an eigenstate of p(u,uo), the expec

tation value is equal to the corresponding (complex) eigenvalue, and the variance 

vanishes. We define a measure that quantifies how close an input state is to being a 

simultaneous eigenvector of all p(cc, uo) operators,

bM = i [to (3.8)
\ / ATrJ |(p(w,CJo))|

The constant Nr normalizes B such that the average over a large number (105) of 

random inputs Br = 1.0. If 0 is a perfect common eigenstate to all p(u, ^o) within 

the spectral range for optimization, all variances and, therefore, B vanishes. The 

average for the 20 widest PMs evaluates to Bpm = 3.1 x 10~4 which is almost 4 

orders of magnitude smaller than Br. The corresponding average for the 20 measured 

super-PMs, however, is BSPM = 1.3 x 10-4 which is 2.4 times smaller than for the 

PMs. We therefore draw the conclusion that although the PMs are already close to 

being a mutual eigenstate of all relevant p(w, cco), the super-PMs fulfill this property 

even better and thereby manage to have an even broader bandwidths.

3.2.3 Decomposition into principal mode basis

Can we also understand on a more intuitive level why and how super-PMs manage to 

outperform PMs? To answer this question we first decompose both the PMs as well 

as the super-PMs realized in the experiment in the basis of LP modes of the fiber. 

In the regime of strong mode coupling where all of the results shown above were 
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obtained, we find that both PMs and super-PMs consist of nearly all LP modes, and 

the higher-order LP modes have smaller contributions due to higher loss. While this 

finding confirms that PMs as well as super-PMs are really non-trivial combinations of 

fiber modes in the strong-coupling regime, it does not shed any light on the difference 

between PMs and super-PMs. We therefore change the basis from the LP-modes 

to the PMs themselves, which constitute the natural basis to capture the dynamical 

aspects of light scattering as each PM is associated with a proper delay time. Also 

their greatly reduced wavelength dependence makes PMs very suitable to describe the 

transmitted light in a broad frequency window. When decomposing the super-PMs 

into the basis of PMs (with the bi-orthogonal basis vectors being sorted according to 

the delay times of the PMs), we observe clearly that the super-PMs are composed of 

PMs with neighboring delay times, as shown in Fig. 3.3(a).
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Figure 3.3: (a) Decomposition of the widest super-PM in the basis of PMs, which are 
numbered from short to long delay time. The super-PM bundles together PMs with 
similar delay times, (b) Spectral correlation functions of the widest super-PM (green 
dotted line), the widest PM (blue solid line) and the widest super-PM with phases 
of constituent PMs randomized (green dashed line). The bandwidth enhancement of 
super-PMs is sensitive to the phases of constituent PMs, indicating that super-PMs 
are formed by interference of PMs.

The physical interpretation of this result is that super-PMs build on a very nar

row distribution of delay times and enhance the spectral correlation width via in-
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the basis of PMs. (a) Spectral correlation function of the widest super-PM and the 
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super-PM in the basis of PMs, which are numbered from short to long delay time. 
The super-PM is mainly composed of two PMs with the shortest delay times and the 
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terference of several time-delay eigenstates. To demonstrate that the relative phases 

of constituent PMs are essential, we also plot in Fig. 3.3(b) the correlation func

tions after adding random phases to the decomposition coefficients of the PMs (while 

maintaining the absolute magnitudes). It is evident that randomizing the phase sig

nificantly decreases the correlation width. The sensitivity to the relative phase of 

constituent PMs indicates that the interference of the PMs involved in the formation 

of a super-PM is essential.

Another relevant aspect is that the mixing of neighboring PMs to create super- 

PMs requires that a sufficient number of PMs are available with similar delay times. 

In an MMF with weak mode coupling, the values of the delay times are spread over 

a much broader time range, and hence the super-PM is composed of only one or 

two PMs with neighboring delay times. Therefore, the bandwidth of a super-PM is 

typically not significantly different from its constituent PMs for weak mode coupling. 

To test this conjecture, we apply the same optimization algorithm as above to fibers 
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in the weak mode coupling regime. As shown in Fig. 3.4, the results indicate that 

in this case the super-PMs are very similar to individual PMs and no significant 

admixture from several PMs is seen. Consequently, the correlation width of even the 

widest super-PM barely exceeds that of the widest PM. Super-PMs thus realize their 

full potential in the regime of strong-mode coupling where a gain in bandwidth is 

also most relevant since the PM-bandwidths in the strong-coupling limit are much 

narrower than for weak mode-coupling [<S].

3.3 Anti-principal modes

We will now investigate whether special states of light may also be found when turning 

the concept of principal modes on its head. Specifically, we will address the question, 

whether it is possible to create not only states with a very broad spectral correla

tion width such as the PMs or the super-PMs studied above, but also states with a 

drastically reduced bandwidth as compared to the values associated with a typical or 

random input wavefront. Such “anti-PMs” would have an enhanced frequency sensi

tivity as desired, e.g., for fiber-based spectrometers whose operation principle relies on 

a very narrow correlation bandwidth [3]. The optimization algorithm presented above 

now allows us to generate such highly sensitive states by just maximizing instead of 

minimizing the functional T in Eq. (3.3).

We first apply the algorithm for anti-PMs on an ideal MMF with no MDL. The 

corresponding unitary transmission matrix is obtained numerically with the concate

nated fiber model. For simplicity, we consider a planar waveguide with a core width 

of 200 nm and a numerical aperture of 0.22, supporting 57 guided modes [!)]. The 

total length of the waveguide is one meter, divided into 20 segments in each of which 

light propagates without mode coupling. Between adjacent segments, all modes are 

randomly coupled, as simulated by a unitary random matrix introduced in chapter 1.
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Figure 3.5: Numerically determined anti-PM in a fiber without MDL. (a) Spectral 
correlation function of the narrowest anti-PM (red dotted line), which is significantly 
narrower than that of the random input (gray dashed line). The red dashed line is 
obtained by randomizing the phases of constituent PMs in the anti-PM. The phase 
randomization does not change the main peak, but enhances the two side peaks, (b) 
The decomposition of this anti-PM in the PM basis shows two pronounced maxima 
at the extreme values of the involved PMs, indicating that anti-PMs are efficiently 
formed by combining the fastest and the slowest PMs. The data shown here result 
from the numerical simulation of a waveguide with 200 /rm width, 0.22 numerical 
aperture, 1-meter length and no loss.
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Decomposition of 

Anti-PM in PM Basis

The results obtained by applying the optimization algorithm to this numerical model 

are shown in Fig. 3.5(a), displaying a significant reduction of the spectral correlation 

width of the anti-PM as compared to random inputs. Moreover, when decomposing 

the anti-PM in the basis of PMs, we immediately see that the narrowest anti-PM 

consists mainly of admixtures between the fastest and slowest PMs [see Fig. 3.5(b)]. 

These PMs have the largest achievable temporal difference in the MMF and mixing 

them with similar weight thus leads to an efficient decorrelation when changing the 

input frequency. Quite intuitively, the anti-PMs thus not only form the antipodes of 

the super-PMs in terms of their correlation bandwidth, but also in terms of the way 

they are constructed: while sup er-PMs group together several PMs with similar time 

delay, the anti-PMs combine those PMs with the most different time delay available. 

Whereas the relative phase with which this superposition of PMs is implemented 
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clearly matters for super-PMs [see Fig. 3.3(b)], we find that for anti-PMs the correla

tion bandwidth is barely affected when changing the phases of constituent PMs [see 

the red dashed curve in Fig. 3.5(a)].

The reason behind this observation is that for PMs associated with very different 

delay times adjusting their relative phase cannot mend these states’ intrinsic tendency 

to decorrelate with frequency, while for states with nearby delay times the appropriate 

phases will optimize the interferences for specific mode-coupling in the MMF such as 

to increase the correlation width. As shown by the red dashed curve in Fig. 3.5(a), 

the correlation function features two enhanced side peaks adjacent to the main peak 

for the anti-PM with phases of constituent PMs randomized. After reaching zero, the 

correlation revives as ce is tuned further from ujq. This revival is caused by the beating 

of the slowest and fastest PMs, the two main components of the anti-PM. When the 

relative phase of the fastest and slowest PMs accumulates 2tt, the output field should 

be the same as the one when the relative phase is zero. However, small contributions 

from PMs with intermediate delay times give rise to multi-path interference that 

suppresses the side peaks in the anti-PM in a phase-sensitive way.

To connect with the experimental case of anti-PMs, it is essential to take into 

account the mode dependent loss (MDL) in the fiber. We gradually increase the 

MDL in the numerical simulations up to the value close to the MMF used in the 

experiment. The narrowest anti-PM displays a narrowing of the spectral correlation 

function, and its bi-modal composition in the PM-basis changes drastically, as shown 

in Fig. 3.6. In particular, the increase of MDL enhances the weight of the slowest PMs, 

and the composition of the anti-PM in the PM-basis becomes much broader. This can 

be explained by considering that the MDL attenuates the slowest PMs most strongly 

since they stay longest inside the fiber. The broadening of the PM-composition can 

then be understood as a mechanism to compensate for the reduced contributions 

from the slow PMs. Since the constituent PMs with similar delay times overlap in
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Figure 3.6: Effect of MDL on the bandwidth and decomposition of anti-PMs. (a)- 
(d) Spectral correlation function of the narrowest anti-PM (red dotted line) in a 
multimode waveguide with MDL = 0 dB, -3.5 dB, -7.5 dB and -20 dB correspondingly. 
The red dashed line is obtained by randomizing the phases of constituent PMs in 
the anti-PM. The phase randomization significantly increases the spectral correlation 
width at large MDL, where the formation of anti-PM relies more on the interference 
of constituent PMs. (e-h) Decomposition of the anti-PMs in (a-d) in the basis of 
PMs, which are numbered from short to long delay times. As the MDL increases, the 
PM with long delay time gains weight to compensate for the stronger loss.

time, their relative phases become important. When randomizing their phases, the 

bandwidth of anti-PMs is increased (Fig. 3.6).

When generating the anti-PMs in the MM F we find 62 anti-PMs out of 90 fiber 

modes, whose spectral correlation width is narrower than that of random inputs. 

Fig. 3.7 shows the data for the narrowest anti-PM. Due to the MDL, it is broadly 

spread in the PM basis, but it still decorrelates much more quickly than the random 

input with frequency detuning. Only when moving from the strong to the weak mode

coupling limit do we find that anti-PMs have about the same correlation width as a 

random input even without MDL, as shown in Fig. 3.8. This is because in the weak 

mode coupling regime, the fastest PM and the slowest PM have very different delay 

times. The beating between the two PMs is so strong that it causes significant side 

peaks of the spectral correlation function. To reduce the side peaks, additional PMs
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Figure 3.7: Experimentally measured anti-PM in the same fiber as in Fig. 1. (a) 
The spectral correlation function of the narrowest anti-PM (red dotted line), which 
is notably narrower than that for a random input (gray dashed line). (b) Due to 
mode-dependent loss, the decomposition of this anti-PM in the PM basis does not 
give the bi-modal distribution as in Fig. 3.5(b), but rather a broad distribution over 
all available PMs. This result agrees with the numerical simulation that includes the 
MDL (Fig. 3.6)

with intermediate delay times must be included. The inclusion of many intermediate 

PMs makes the correlation width of the anti-PM similar to that of a random input. 

Therefore, both super-PMs and anti-PMs have in common that they unfold their full 

potential in the limit of strong mode coupling.

3.4 Conclusion

In summary, we present a special set of light states in multi-mode fibers that have 

either a significantly broader spectral correlation than the principal modes or a signifi

cantly narrower spectral correlation than a random input wavefront, respectively. We 

thus term these special states super- and anti-principal modes, and demonstrate how 

to generate them with a simple gradient-based algorithm based on the experimentally 

measured multi-spectral transmission matrix. Our optimization algorithm allows us 

to determine a whole set of such super- or anti-PMs, which are mutually orthogonal
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to each other even in the presence of mode-dependent loss and thus feature much 

reduced crosstalk. By overcoming the limitations of PMs, super-PMs outperform the 

PMs in terms of bandwidth and orthogonality. The performance gain is the highest 

in the regime of strong mode coupling as for very long fibers, where an increase in 

bandwidth is also most sought-after. For fibers with high mode numbers we still 

see considerable room for improving our optimization strategy to identify super- and 

anti-PMs and expect follow-up studies to propose more efficient and problem-specific 

optimizers that outperform the all-purpose gradient-descent routine we used here. 

Another interesting topic for further study is the sensitivity of super- and anti-PMs 

with respect to fiber bending and whether one can predict in which way they change 

when parts of the fiber are moved [10].

Our work also provides a physical understanding of how these states are formed 

by decomposing them in the PM basis. Super-PMs tend to combine several PMs 

with nearby delay times in a super-position with optimized phases. Anti-PMs, on 

the contrary, tend to combine PMs with the most different delay times available in 
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the fiber. The presence of MDLs leads to modifications of these states, which are 

analyzed in detail.

On the one hand, the large bandwidth and mutual orthogonality of super-PMs 

pave the way for their application to dispersion-free transmission of pulses through 

complex media. On the other hand, the high spectral sensitivity of anti-PMs makes 

them ideally suited for optimizing the resolution of speckle spectrometers based on 

disordered media or on MMFs as well as for reducing the spatial coherence of a 

broadband light source for crosstalk-free imaging [11]. Since neither the concept 

of super- or anti-PMs nor the ability to create complex wave fields with wavefront 

shaping are restricted to a specific type of scattering system or to a specific type of 

wave, we expect our results to be easily transferable to other experimental platforms. 

In this context we note that we restricted ourselves here to just one polarization both 

at the in- and output of the fiber and that we did require any information about 

the light scattered in the undetected polarization degree of freedom of the MMF. 

Since neglecting this part is conceptually similar to neglecting the light that is back- 

reflected from a disordered medium, we do not foresee any major obstacle to transfer 

the concepts of PMs, super-PMs and anti-PMs to disordered media based on the 

medium’s transmission matrix alone.
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Chapter 4

Long-range spatio-temporal

correlations in multimode fibers for 

pulse delivery

4.1 Introduction

'In this chapter, we first study long-range correlation in MMFs. The topic is slightly 

different from the last two chapters, but as we will show, the long-range correlation 

plays an important role in energy delivery of an optical pulse through an MMF. This 

pulse delivery process is related to principal modes and super-principal modes in the 

narrow frequency range, but outperforms the latter two when the frequency range of 

the input pulse is broad. An analytical relation between pulse delivery and principal 

modes will be presented at the end of this chapter.

Coherent transport of classical and quantum waves in disordered media exhibits 

long-range correlations, which exist in space, angle, frequency, time, and polariza-

1. This chapter is primarily based on the work published in ref. [1]. W. Xiong performed the 
experiment and numerical simulations. C. W. Hsu derived the theory. H. Cao supervised the 
project.
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tion [2-16]. Such correlations, resulting from the crossing of wave paths, are respon

sible for the formation of highly transmitting channels in diffusive systems [17-20], 

In the frequency domain, long-range correlations enable broadband enhancement of 

transmission through disordered media by wavefront shaping [21], Spatially, long- 

range correlations significantly increase the efficiency of wave focusing to a target of 

size much larger than the wavelength in strongly scattering media [22]. However, long- 

range correlations also increase the background when optimizing the energy delivered 

to a single speckle grain for continuous waves [23,2 1] and pulses [25],

From the aspect of scattering, a multimode fiber (MMF) with strong mode mixing 

shares similarities with a disordered medium. Inherent imperfections and environmen

tal perturbations introduce random mode coupling in an MMF, and its effect grows 

with the length of the fiber [26,27]. Such coupling can be regarded as scattering in 

the fiber mode space, leading to energy transfer from the input mode to the other 

transverse modes. An MMF has a significant difference from the disordered medium: 

negligible reflection and low propagation loss leading to near-unity transmission. For 

a continuous wave input, energy conservation dictates that the intensity increase in 

one mode must be accompanied by intensity decreases in other modes, resulting in 

negative correlation among the transmitted spatial modes, similar to those found in 

weak-scattering (ballistic) systems and chaotic cavities [9,23,29], If the MMF has a 

large number of modes, such static correlations are very weak. When the input is a 

short pulse, however, energy is no longer conserved at any particular time, and cor

relation may be modified and become time-dependent. Nevertheless, little is known 

about such dynamic correlation in MMFs,

in this chapter, we discover long-range spatio-temporal correlations in MMFs with 

strong random mode mixing. For a short pulse input, the transmitted intensities in 

different spatial channels are generally positively correlated at a given arrival time. 

The correlation is enhanced at arrival times away from the center of the transmitted 
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pulse, which we attribute to the reduced number of propagation paths at early or 

late arrival times. The transmitted powers at different delay times are positively 

correlated for short separation of the delays, and become negatively correlated for 

distant delays. Such dynamic correlations in an MM F are distinct from those in 

diffusive or localized random media where the long-range correlations in transmission 

are always positive [10,25].

The spatio-temporal correlations play a crucial role in the coherent control of 

short pulses transmitting through an MMF. The positive correlations among spa

tial channels enable a global enhancement of transmitted energy at a selected arrival 

time by shaping the incident wavefront. Experimentally, we achieve a higher en

hancement when the target time is before or after the mean arrival time, as a result 

of stronger long-range correlations. Theoretically, we provide a quantitative relation 

between spatio-temporal correlations and the time-dependent enhancement of trans

mitted power, which agrees well with our experimental data. Our results show that 

the maximal power that can be delivered through an MMF at a well-defined time is 

much higher than what is achievable without long-range correlations.

4.2 Correlations

In this section, we review the mathematics behind the known static correlations 

in disordered media, and then discuss their consequences for the spatio-temporal 

correlations in MMFs.

The propagation of monochromatic light through a system with N input and N 

output channels is described by an N-by-N transmission matrix u, where the matrix 

element uba is the flux-normalized field transmission coefficient from input channel a 

to transmitted channel b. We denote Uba = \uba\2. We consider the singular-value 

decomposition u = Wy/rV\ here W and V are N-by-N unitary matrices, and t is 
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a diagonal matrix whose elements {rn}^=i are the eigenvalues of u^u. For disordered 

media, the intensity correlation between the transmitted speckles is defined in channel

space as

Caa' ,bb'
(UbaUb' a'} (4.1)

where (• • • ) denotes ensemble average over different disorder realizations. If the ma

trices u are isotropic, the correlations must take on the form [6,30]

^aa',bb' — ^aa'^bb'^l d" (^aa' + §bb' )C2 + C3, (4.2)

where the constants Ci, C2, are commonly referred to as the magnitudes of the 

short-range, long-range, and infinite-range correlations. Typically C1 C2 C3.

Mathematically, the transmission matrices u are “isotropic” when the matrices W 

and V are sampled uniformly and independently from the space of all random unitary 

matrices in the ensemble average. Physically, isotropy means that all input modes 

and all output modes are fully mixed, and that all modes are statistically equivalent.

Spatially, a similar structure emerges for intensity correlation function. Denote 

I(r&, ra) as the transmitted intensity at position r& on the back surface given a point

source excitation at position ra on the front surface. For isotropic disordered media, 

the correlation between I(rbl ra) and /(r^, r^) takes on the form [31,32]

C(Ya' - ra, ry - r6) = [F(r^ - ra)F(ry - rb^Cx

+[F(ra/ — ra) + F(ry — r^)]^ + C3,
(4.3)

where the coefficients C1, C2 and 63 are the same as in Eq. (4.2). Given a fixed input 

such that ra/ = ra, we obtain

(7(r).r(r +Ar)) 
(Z(r))(/(r + Ar)) 

- 1 = f(Ar)Ci + C2, (4.4)
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where we define C\ = Ci + C2 ~ Ci and C2 = C2 + C3 C2. The constant Ci gives 

the strength of short-range correlation, as the normalized function F(Ar) decays to 

zero at the distance | Ar| larger than the speckle size [33]. The constant C2 represents 

the long-range correlation that results from path crossings [2, 5] and is independent 

of distance.

The statistics of the transmission eigenvalues uniquely determines the magnitudes 

of the correlations. It was shown rigorously that [6, 30]

MÆ2 + 1)
1 "" (N  — I)  VW2 2 2

2 (N  — l)  VW2 2 2

2N (<^2) A 
N2 + 1 (a)2/

2 N (a2)\ 
N2 + l (a)2/

(4.5)

C3 = G - 1,

where a = t« and a2 = Eli

Pulsed inputs introduce time dependences and non-trivial magnifications to the 

correlations in MMFs. We consider correlations of the transmitted intensity /(r, t) 

between different output positions r and r + Ar at arrival times t and t',

C(Ar,tC
(/(r, t)/(r + Ar, t')) 

(4(r,i))(4(r +Ar,t'))
(4.6)

In the t — t' case, when C(Ar, t, t) is positive, the transmitted power at time t can 

be efficiently enhanced by wavefront shaping, since enhancing the intensity at one 

position will simultaneously enhance the intensities at other positions. If the time

dependent transmission matrix at arrival time t is sufficiently isotropic, we expect 

the same structure as Eq. (4.3). When t t', the correlation governs the transmitted 

intensities at time t when the transmission at time t' is modified by changing the 

incident wavefront; therefore it is related to the temporal shape of the output pulse 

when the transmitted power is optimized at a given time.
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4.3 Time-resolved transmission matrix

To characterize such spatio-temporal correlation, we measure the transmission ma

trix of an MMF with strong mode mixing. We use an off-axis holographic setup 

schematically shown in Fig. 4.1(a). A spatial light modulator (SLM; Hammamatsu 

X10468) scans the incident angle of a laser beam (Agilent 81940A) onto the MMF, 

to excite different spatial modes with horizontal polarization. The plane wave of the 

reference arm and the light transmitted through the fiber interfere to form fringes 

on the camera, from which we extract the horizontally polarized transmitted field. 

We use a one-met er-long 0.22-NA graded-index fiber with a core radius of 50 /mi 

and 84 guided modes per polarization. To introduce strong mode mixing into such 

a short fiber, we use clamps to create micro-bendings. The path lengths of the two 

arms are matched so the mean arrival time of the pulse (relative to the reference) 

is zero. The spectral correlation width of the fiber is 0.20 nm at the wavelength of 

1550 nm. We measure the field transmission matrices over a wavelength range of 

6.4 nm with a step of 0.04 nm. We then perform a Fourier transform to obtain the 

time-dependent transmission matrices u(t) relating the incident wavefront to the 

transmitted wavefront |0OutW) = at different arrival times t, considering a

Gaussian transform-limited input pulse centered at wavelength 1550 nm with a full 

width at half maximum (FWHM) of 2.0 nm (temporal FWHM = 2.6 ps). The input 

bandwidth is 10 times of the spectral correlation width of the fiber. Thus for random 

input wavefronts the transmitted pulse would be 10 times longer than the input pulse.

The total output intensity at time t is (Vw WICout W) = (VlnMThe 

mean eigenvalue of shown in Fig. 4.1(b), represents the total transmitted

power for random spatial input wavefronts as a function of arrival time t. Com

paring to the input pulse width (Fig. 4.1(b), black dotted line), the output pulse is 

significantly stretched and distorted due to strong modal dispersions that different 

modes propagate at different group delays. The strong random mode coupling is
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Figure 4.1: Time-dependent transmission matrices of a multimode fiber, (a) Schemat
ics of experimental setup for both transmission matrix measurement and wavefront 
shaping. A laser beam with tunable frequency is collimated. and its horizontal polar
ization is selected and split into two arms, with one being the reference and the other 
propagating through the MMF after reflecting off a spatial light modulator (SLM). 
The SLM is demagnified and imaged onto the MMF facet. Light transmitted through 
the MMF is recombined with the reference plane wave, and its horizontal polarization 
is imaged onto a CCD camera. The path lengths of the two arms are matched by 
tuning the delay line formed by mirrors M1-M3. L, lens; BS, beam splitter; PBS. 
polarizing beam splitter, (b) Temporal shapes of the input pulse (black dotted line, 
right axis) and the mean eigenvalue of (blue solid line, left axis) representing
the transmitted intensities of random spatial inputs. The two curves are normalized 
to have the same area. (c-e) Magnitudes of the measured time-dependent transmis
sion matrices at three arrival times (marked by red arrows in (b)), showing strong 
mode mixing in the fiber. The transmission matrices are measured in k space at input 
and real space r at output, and subsequently converted to the fiber mode basis. 
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evident from the magnitude of the time-dependent transmission matrix, shown in 

Fig. 4.1(d) for central arrival time; no matter which mode is launched at the input, 

light is scattered to all spatial modes at the output. The absence of a dominant 

diagonal reveals negligible ballistic light at fiber output. The transmission matrix 

at early (late) arrival time in Fig. 4.1(c) (Fig. 4.1(e)) has larger contributions from 

lower-order (higher-order) modes which have shorter (longer) group delay.

Now we discuss the isotropic approximation of the time-resolved transmission ma

trix. At the central (mean) arrival time, the higher-order modes have slightly smaller 

magnitude than the lower-order modes (Fig. 4.1(d)). This is caused by the mode

dependent-loss (MDL) in the fiber. Even with strong mode coupling, the distribution 

of mode intensities depends on the relative strength of mode coupling and MDL. 

Since random mode coupling can be regarded as scattering in the fiber mode space, 

we define the transport mean free path lt as the propagation length at which light 

originally injected to a single fiber mode is scattered to all spatial modes. If the 

fiber length L lt and lt is much smaller than the absorption length la for any fiber 

mode, mode mixing dominates over dissipation, then all modes would have similar 

magnitudes. However, such conditions are not met for the multimode fiber in our 

experiment. Because the higher-order modes experience significantly more loss, they 

have shorter la than the lower-order modes. As their la becomes shorter than lt, 

the higher-order modes dissipate faster than mode coupling. Thus their magnitudes 

become smaller than those of the lower-order modes.

Furthermore, Fig. 4.1(c) shows the transmission matrix at early arrival time has 

more contributions from the lower-order modes than the higher-order modes. In order 

to have a short delay, the pulse must travel mostly in the lower-order modes that have 

smaller group delay. Thus the lower-order modes contribute more to the transmission 

matrix at earlier arrival time. Similarly, the higher-order modes contribute more to 

the transmission matrix at later arrival times. Therefore, even if the mode-dependent
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Figure 4.2: Participation ration (PR) of the time-resolved transmission matrices at 
different arrival times. The error bar is the standard deviation for different input 
modes at a fixed arrival time. Red dashed line: the PR of isotropic random matrices.

loss is negligible, the transmission matrices at very early or very late arrival times are 

not expected to be isotropic.

Clearly “isotropy” is an approximation for the time-resolved transmission matri

ces. To check how good the approximation is, we compute the participation ratio PR 

= where A is the transmitted intensity in mode i. The larger the PR, the

more uniform the transmitted light is spread to all modes. For the measured trans

mission matrix at a fixed delay time, we calculate the PR for light injected to each 

fiber mode (each column) and average the PR over all input modes (all columns). To 

quantify the fluctuations of PR for different input modes, we compute the standard 

deviation of PR for all columns of the transmission matrix. The mean value and the 

standard deviation of PR are plotted versus the arrival time in Fig. 4.2. For com

parison, we also compute the PR for isotropic random matrices. Each column of the 

matrix is normalized to unity and consists of N complex numbers that are randomly 

chosen from the normal distribution. The ensemble-averaged PR is 0.51. The mean 

value of PR at different arrival times is fairly close to 0.51 (red dashed line) in Fig. 4.2. 

Hence, isotropy is a good approximation for the time-resolved transmission matrices 

of our fiber within the measurement range of delay times.
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4.4 Measured long-range spatio-temporal correla

tion

We calculate the spatio-temporal correlations 6(Ar, t, f') from the measured time

dependent transmission matrices, replacing the ensemble average in Eq. (4.4) with 

an average over random input spatial profiles. Figure 4.3(a)-(b) plot C(Ar, f) = 

6(| Ar|, t, t' — t) and two cross sections of it along Ar at t = —17.3 ps and t = 3.7 ps. 

We observe a short-range correlation that starts from one and vanishes at the speckle 

size of about 3 ^m, beyond which we see a long-range correlation that is approximately 

constant with respect to Ar. This indicates C(Ar, f) = F(Ar)Ci(^)+C2(^), consistent 

with Eq. (4.3). Figure 4.3(c) shows the arrival-time dependence of the long-range 

correlation 62(f); it is small at the central arrival time but increases toward early or 

late arrival times.

The time dependence of 62(f) can be understood through the optical path-length 

distribution in the multimode fiber. Due to strong mode coupling, there are numerous 

paths that light can take to travel through the fiber. By exciting the fiber with many 

random incident wavefronts, all paths are explored and the averaged temporal shape 

of transmitted pulse in Fig. 4.1(b) reflects the number of propagation paths with 

varying lengths. The larger 62(f) at early and late arrival times is consistent with 

the lower number of paths for such times. Conceptually, if there is only one path of 

length corresponding to the arrival time f, the output intensities /(r, f) at different 

positions r must be fully correlated: varying the incident wavefront can only change 

how much light is coupled into that one path, which will increase or decrease /(r, f) 

at all positions in the same way. Therefore, the fewer paths for the arrival time f, the 

stronger 62(f).

Long-range correlation between far-away speckle grains exists not only between 

speckle grains at the same arrival time, but also between speckle grains at different

81



(a)
10°

10°

1er3

10"2-20 V "1
-io\

w °\1O'\
2oV 

0

io1

o 10-2

5 10 15 20 25 30
Ar (^m)

10-1

10'3,

Cz(O
o 

10-2

1Oo^

10 15 20 25 30

Ar (pm)

Ci(0
. —t = t' = -17.3 ps
\ — t = t' =3.7 ps

t (ps)

0.025

0.015

0.005

0.03

0.02

0.01

C2(0

10 15 20 25
-0.005------- -------- --------L

-20 -15 -10 -5

Figure 4.3: Spatio-temporal correlations in MM F with strong random mode mixing, 
(a) Intensity correlations C^Ar, t) = C(|Ar|. t' = t), revealing a short-range compo
nent Ci(t) % l at spatial distance within one speckle (Ar < 3 ^m) and a long-range 
component C^t) that persists at large distance, (b) Two cross sections of C(Ar, t) 
at arrival times t = -17.3 ps and t = 3.7 ps. (c) Time dependence of the long-range 
component averaging over Ar for Ar > 5 ^m. (d) Long-range correlations

t') between spatio-temporal speckle grains at different arrival times t and t'. (e)
Cross sections of F) at t' = -17.3 ps, 3.7 ps and 16.1 ps (marked by white 
dashed lines in (d)).

-20| 20
(d) C2 (W xio3

-20 -15 -10 -5 0 5 10 15 20

10

10

5

10

5
20

_ -5 
in 
Q- o

Cz(C f'=-17.3, 3.7, 16.1 ps)
t (ps)

t (ps)

0.02

0.01

0.01

0.01 t' = 16.1 ps

r = 3.7 ps

t' = -17.3 ps

-0.01
0.02

-0.01
0.02

-0.01...............................................................................-
-20 -15 -10 -5 0 5 10 15 20 25

82



arrival times. This is quantified by C^ArM') as defined in Eq. (4.6). At large 

| Ar|, this quantity again becomes independent of |Ar| and approaches the asymptotic 

value C2(T f'). In Fig. 4.3(d), we show for t and t' from —20 ps to 25 ps.

The long-range correlation is positive close to the diagonal, namely close to the 62(f) 

discussed earlier. When t and t’ are far apart, however, the long-range correlation 

becomes negative. Fig. 4.3(e) show three cross-sections. Near the central arrival time 

(6 = 3.7 ps), 62(6^) is close to zero at all t. Meanwhile, at f = —17.3 ps, 62(66) 

peaks at t « f and decays away from it, eventually becoming negative. The trend, 

however, is opposite at t' = 16.1 ps. The correlation is negative at early delay times 

and becomes positive at late arrival time. Such a negative correlation is a result of 

the conservation of transmitted pulse energy, which requires an increase of spatially 

integrated intensity (power) at arrival time t = t' to be compensated by a decrease 

of power at other arrival times.

The positive spatio-temporal correlation 62(f) at early or late arrival times will 

lead to a higher achievable enhancement at such times. Because the matrix td(fo)u(fo) 

is Hermitian, the global optimum, which determines the maximum power that can be 

delivered at time f0, is given by the largest eigenvalue of td(fo)u(fo), and the corre

sponding eigenvector is the desired incident wavefront [21]. By shaping the incident 

wavefront with the SLM [3 4, 35], we can enhance the total transmitted power at a 

target arrival time and compensate for the strong modal dispersion in the fiber. Ex

perimentally, we determine such optimal transmission channels from the measured 

time-dependent transmission matrices, and then generate the desired wavefront with 

the same setup, using computer-generated phase holograms to simultaneously mod

ulate the phase and amplitude profiles [36]. By scanning the wavelength and Fourier 

transforming the spectral measurements to the time domain, we obtain the spatially 

integrated temporal pulse shapes of such optimal transmission channels.

The pulses optimized for arrival times f0 = —5 ps and t0 = 16.1 ps are shown
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in Fig. 4.4(a-b) (red solid curve), in comparison to the averaged pulse of random 

spatial inputs (black dash-dotted curve). The sharp peak at the selected arrival time, 

as marked by the vertical black dotted line, illustrates that the transmitted power 

can be effectively enhanced at different target times, even in the presence of strong 

modal dispersions in the fiber. The peak width equals the input pulse width. The 

spatial intensity patterns of the optimized pulse and the non-optimized one at the 

target arrival times, shown in Fig. 4.4(a-b), are obtained from the Fourier transform 

of the frequency-resolved field patterns measured with the optimized and random 

incident wavefronts. It is distinct from spatio-temporal focusing [25, 37-41] where 

only one speckle is enhanced. Figure 4.4(b) shows that the transmitted power after 

the target time increases, but well before the target time it decreases. Such changes 

are determined by correlation C^, t' = 16.Ips) shown in Fig. 4.3(e). The negative 

correlation at early arrival time suppresses the background and the positive correlation 

at late arrival time enhances the background. Figure 4.4(c) plots the pulse shapes 

optimized for different arrival times from to = -20 ps to 25 ps. The peak follows the 

target time to, and notably, the background also shifts with the target time.

4.5 Pulse delivery enhancement factor

To evaluate the effectiveness of the transmitted power optimization, we define an 

enhancement factor 77(t0) = 4nh (^0)/Random(^0), where Zenh(M and Random(^o) are 

the spatially integrated intensities of the optimized pulse and the random pulse at 

the target time t0. We plot the measured enhancement factor r/ (blue square) in 

Fig. 4.4(d). The standard deviation of the enhancement between measurements on 

four different days is shown by the error bars. The deviation is larger at early or late 

arrival times as the weaker pulse intensities there lead to smaller signal-to-noise ratio. 

The average enhancement is about 4 times around the central arrival time, which is 
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what one expects through the quarter-circle law for the singular values of a square 

random matrix with uncorrelated elements [12]. At early or late arrival times, we 

achieve power enhancements much larger than 4; such increase is consistent with the 

large long-range correlation that we observed (Fig. 4.3(c)).

Finally, we provide a quantitative connection between the long-range spatio

temporal correlation and the enhancement factor 7/(W transmitted power 

at arrival time t0. We use a heuristic model similar to that employed in Ref. [22], 

capturing the correlation between output channels at arrival time t0 through a reduc

tion in the effective number of output channels. Specifically, we consider an effective 

random matrix with N input channels and 7V^(fo) output channels, and we con

sider all elements of this matrix to be identically independently distributed. The 

enhancement T] is determined by the largest eigenvalue, which is related to the spread 

of the eigenvalues characterized by the eigenvalue variance. As detailed in the Sup

plementary Section I, the normalized eigenvalue variance associated with the reduced 

matrix is given by the Marchenko-Pastur distribution [42] to be N/N^(to), while 

that associated with the actual time-resolved transmission matrix is 1 + NC^t0). 

Therefore, we choose
- iris

to match the two corresponding eigenvalue variances. This relation quantifies how 

long-range correlation effectively reduces the number of output channels. The en

hancement is the normalized maximal eigenvalue, which for an uncorrelated matrix 
/ ___________ \ 2

is rmax/r = ( 1 + (Ref. [42]). Inserting Eq. (4.7), we obtain a simple

equation
/ -------------------- \ 2

^(^o) = ^1 + (4-8)

that relates the maximal enhancement to the long-range spatio-temporal correlation.

In Fig. 4.4(d), we compare the measured enhancement to the enhancement pre
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dieted through the measured 62(f) via Eq. (4.8) (black circles). Overall, the two 

curves agree well, especially around the central arrival time. Some differences at 

early or late arrival times may be due to the fact that the time-dependent transmis

sion matrix is not as isotropic as that at the central time (as shown in Fig. 4.1(c-e)). 

We further generalize the relationship in Eq. (4.8) to predict the whole output pulse 

(both the peak at the target time and the background) via 62(6 ^). We construct a 

heuristic model based on two observations. First, the normalized power 77(6 f0) should 

be identical to Eq. (4.8) when t = t0. Second, when the correlation C2(f,fo) ~ 0, the 

power at t should be equal to that of random incident wavefront, giving 77(6 % 1.

To satisfy these two constraints, we propose

77(6 fo) — 2Ci(f, fo) + TV62(6 fo) + 2\/l + TV62(6 to) — Ml " ^(t, to)]- M-^)

61 (t, to) = 1 for t = t0, and C^Mo) = 0 for t t0. The parameter 0 is chosen 

such that the temporally-integrated output power (pulse energy) equals that from a 

random input. From numerical simulations of a multimode waveguide without loss, 

we find that ^«1. With loss, both numerical and experimental results confirm that 

Eq. (4.9) is still an excellent model with 0 = 1.

In Figs. 4.4(a-b), we plot the predicted temporal shapes (blue dotted curves) of 

the optimized pulses with to — —5 ps and to = 16.1 ps on top of the measured pulse 

shapes. As 62(6 to) changes from positive correlation for the arrival time t close to 

the target time to to negative correlation for t far from to, the transmitted power is 

enhanced near the peak at t0 and suppressed away from the peak. Consequently, the 

background shifts toward the peak due to long-range correlation.

Local and nonlocal correlations have been studied extensively in scattering me

dia, but there are few observations in other complex photonic systems. Short-range 

correlation introduces the rotational memory effect that has been observed in an

87



MMF with weak mode coupling [43]. Here we observe long-range spatio-temporal 

correlation in a multimode fiber with strong mode mixing when a pulse propagates 

through the fiber. The correlation not only determines the effectiveness of enhancing 

the transmitted power at a target time, but also captures the temporal shape of the 

resulting pulse. Enhancing the transmitted power in time can be utilized in many 

fiber applications from communication to imaging. The maximum eigenmode (EM) 

of the time-resolved transmission matrix provides the incident wavefront for focus

ing the transmitted pulse to a chosen delay time. This method is effective for any 

input pulse with arbitrarily broad spectrum, and it guarantees the maximal power 

delivery at any selected time. Especially when the spectral width of an input pulse 

is much larger than the spectral correlation width of the fiber, the EM outperforms 

the principal mode (PM) and super-principal mode (SPM) in achieving the highest 

peak power of the transmitted pulse, as we will show in the following section.

4.6 Comparison to principal modes

As we discussed in chapter 2, PMs are the eigenmodes of the time-delay matrix for 

a multimode fiber. It retains the transmitted spatial field profile to the first order 

of frequency variation. If random mode coupling is strong in a fiber (L 4), the 

spectral window, over which the transmitted field pattern remains nearly unchanged 

with frequency, has a width about twice of the spectral correlation width of the 

fiber. To further enhance spectral correlation, in chapter 3, SPMs are created by 

minimizing the variation of output field pattern with frequency, i.e., by maximizing 

the area underneath the curve for the spectral correlation function over a chosen 

frequency range. The spectral bandwidth of the SPM is about four times of the 

spectral correlation width of the fiber with strong mode mixing. Both PMs and 

SPMs aim to achieve an output spatial profile that is invariant in frequency so that
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the output field pattern does not change with the arrival time and maintains the 

spatial coherence; however, the transmitted power is not necessarily maximized at 

any arrival time.

The EM with the maximum eigenvalue of the time-resolved transmission matrix 

generates the highest possible transmitted power at the selected arrival time. It 

works for input pulses with arbitrarily broad spectra. Therefore, PM, SPM and EM 

are all suppressing modal dispersion in the fiber, but for different purposes and thus 

optimizing the incident wavefront with different figures of merit.

Below we compare the spectral correlation and temporal pulse shape of the PM, 

SPM, EM and random wavefront (RM) for varying bandwidths of the input pulse. 

Numerically we simulate a multimode waveguide with the concatenated model [11]. 

The input pulse is assumed to have a Gaussian spectrum. Its spectral width is varied 

from 2, 5 and 10 times of the correlation width of the fiber (for random incident 

wavefronts). The spectral correlation function for the transmitted field pattern |Vw) 

is given by C(AA = A - Ao) = (Vw(A0)|Vw(A)), where \^out) is normalized at each 

wavelength A.

Figure 4.5 presents the results for three bandwidths of input pulses, which are 

transform-limited. For the EM, t0 is set to the mean arrival time. The PM and 

SPM are chosen to have the intermediate delay time and the broadest bandwidth. 

When the input bandwidth is 10 times of the spectral correlation width of the fiber 

(as studied in our experiment), EM clearly outperforms PM and SPM in both the 

frequency domain and the time domain (a,b). The total area underneath the curve of 

the spectral correlation function for EM is the largest, indicating the overall spectral 

decorrelation within the broad range is the least for EM (a). Temporally, EM achieves 

the highest peak power of the transmitted pulse (b). When the input bandwidth is 

reduced to 5 times of the spectral correlation width (c,d), the PM still displays notable 

spectral decorrelation and the output pulse is clearly broadened in time. The SPM 
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and EM are effective in suppressing spectral decorrelation (c) and temporal stretching 

(d), but EM still outperforms SPM slightly. Only when the input spectrum is reduced 

to twice of the spectral correlation width of the fiber (e,f), PM, SPM and EM achieve 

almost equivalent performances. In the frequency domain, PM, SPM and EM barely 

decorrelate, contrary to RM (e). In the time domain, the output pulse for RM is 

about twice longer than the input pulse. In contrast, PM, SPM and EM all have 

transmitted pulses of length comparable to the incident pulse (f).

4.7 Relation between time-dependent transmission 

matrix and time-delay operator

2 in this section, we present the connection between the operator u\t)u{t) with u(t) = 

f f(w)u(aj)e~iUtduj and the time-delay operator in case of a narrow frequency range. 

Using the normalized spectral function:

(
1 ,, Aw , .Aw

0 2 - - 0 2 '

0 otherwise ,

and considering Aw small we can approximate the integral by

u(t) = . (4.11)

Next, using M(w)u(w) = 1 we can write

1 r
(t)u(t) = — 2 + (wq — Aw/2)u(wq + Aw/2)e

4 L (4.12)
+ (wq + Aw/2)u(w0 — Aw/2)e^^ .

2. This derivation is provided by Matthias Kuehmayer and Jakob Melchard.
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Due to the narrow frequency range, we can expand the above quantities around the 

center frequency cj0

u(cc0 ± Au/2) = u(wo)

e±i^l = 2 ± ,

where Q = —iu is the time-delay operator. Thus, we find

Aca2 
u^üjq ± T Acc/2) = 1 ± zAwQ---- -—Q2

and multiplying this with the corresponding exponential function yields

Au2
± Aw/2)m(w0 T = 1 ± iAu(i - Q) - —(t - Q)2

We arrive at

— — [4 — Ac<j2(t — Q)2]

= 1 —
/A \ 2

(t - Q? •

Since [d (t)u(t), Q] = 0, these operators share the same eigenbasis. This 

seen by letting u\t)u(t) act on a time-delay eigenstate \qn) with Q\qn) =

u\t)u(t)\qn) = I - IQn) ^n\Qn),

and thus the eigenvalue of u\t)u(t) is given by

An = 1 -

(4.13)

(4.14)

(4.15)

(4.16)

(4.17)

an also be 

n\Qn},

(4.18)

(4.19)
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Chapter 5

Complete polarization control in 

multimode fibers

5.1 Introduction

In the previous chapters, we have demonstrated that spatial degrees of freedom at 

the input of a multimode fiber can control the temporal profile at the output. 'In 

this chapter, we further demonstrate the potential of spatial degrees of freedom in 

MMFs by spatial-polarization control. The vectorial nature of electromagnetic waves 

plays an indispensable role in light-matter interaction, optical transmission and imag

ing. Control over the polarization state of light has been widely exploited in single 

molecule detection, nanoplasmonics, optical tweezers, nonlinear microscopy and op

tical coherence tomography. However, a well-prepared state of polarization can be 

easily scrambled by multiple scattering of light in three-dimensional disordered media. 

The other side of the coin is that multiple scatterings couple spatial and polarization 

degrees of freedom, enabling polarization control of the scattered light via wavefront 

l. This chapter is primarily based on the work published in ref. [1]. W. Xiong performed the 
experiment and numerical simulations. C. W. Hsu developed the theory. Y. Bromberg conceived 
the initial idea. J. E. Antonio-Lopez, R. A. Correa provided the fiber. H. Cao supervised the project. 
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shaping of the incident beam. Arbitrary polarization states have been attained in a 

single or a few spatial channels [2-6], transforming the random medium to a dynamic 

wave plate. For imaging and sensing applications, a full polarization control of all 

output channels can avoid spatial point scanning and acquire information in parallel. 

However, it is extremely difficult to control the polarization state of the total trans

mitted light, and the relatively low transmission through a scattering medium limits 

the efficiency.

Polarization scrambling also occurs in optical fibers [7]. For a single mode fiber, 

the output polarization state can be controlled by manipulating the input polariza

tion. Due to refractive index fluctuations introduced by inherent imperfection and 

environmental perturbation such as eccentricity, bending and twisting, a multimode 

fiber (MMF) experiences not only polarization mixing but also mode mixing. When 

light is launched into a single guided mode in the MMF, it will spread to other 

modes, each of which will experience distinct polarization scrambling. Thus the out

put polarization state of the modes varies from one mode to another [see Fig. 5.1(a)], 

prohibiting a control of output polarization states in all modes by adjusting the input 

polarization of a single mode. One approach to complete polarization control is to 

measure the full transmission matrix of the MMF and invert it to find the vector fields 

to be injected into individual modes. This approach requires simultaneous control of 

both spatial and polarization degrees of freedom at the input, which is technically 

demanding.

The coupling between spatial and polarization degrees of freedom in an MMF, as 

in a random scattering medium [%, 9], opens the possibility of utilizing only spatial 

degrees of freedom of the input wave to control the polarization state of the out

put field. The key question is whether such a control would be complete, in the 

sense that not only arbitrary polarization state can be attained for total transmit

ted light regardless of the input polarization, but also each output mode may have
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Figure 5.1: [Fiber depolarization and polarization control by wavefront shaping, (a) 
Light is launched into the fundamental LP mode with the horizontal polarization, 
and subsequently coupled to other modes with different spatial profiles and polar
ization states while propagating in the fiber. The transmitted light is composed of 
all spatial modes in different polarization states, which are randomly spread over the 
Poincar sphere, (b) Wavefront shaping of the horizontally polarized light by a SLM 
can overcome depolarization in the fiber, retaining the horizontal polarization for all 
output modes (top). A different input wavefront can convert all output modes to the 
vertical polarization (bottom).
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a polarization state that differs from each other in a designed manner. If the com

plete polarization control can be achieved by only shaping the spatial wavefront of 

an input beam, it would be much easier to realize experimentally, as most spatial 

light modulators (SLMs) operate for one polarization. A complete control of output 

polarization states is essential to applications of MMFs in endoscopy [10-IK], spec

troscopy [19-21], microscopy [22,23], nonlinear optics [21,25], quantum optics [20,27], 

optical communication [2S], and fiber amplifiers [29-31],

Here, in this chapter, we demonstrate the ultimate polarization control of coher

ent light transmitted through an MMF with strong mode and polarization coupling. 

By modulating the spatial wavefront of a linearly polarized beam, depolarizations in 

the MMF is completely eliminated and the transmitted light retains the input polar

ization. Moreover, a complete conversion of the input polarization to its orthogonal 

counterpart or any polarization state is achieved. We further tailor the polariza

tion states of individual output channels utilizing spatial degrees of freedom, without 

constraint on the input polarization state. Our theoretical analysis and numerical 

modeling illustrate that the full control of polarizations via spatial wavefront shaping 

is only possible when mode coupling occurs in the fiber. The random mode mixing, 

often unavoidable in an MMF, can be harnessed for functional advantages. Hence, 

the wavefront shaping can make an MMF function as a highly efficient reconfigurable 

matrix of waveplates, converting arbitrary polarization states of the incident field to 

any desired polarization states.

5.2 Mode coupling for polarization control

To illustrate the critical role played by spatial mode coupling in polarization control, 

let us first consider an MMF with only polarization mixing but no mode mixing. 

Linearly polarized (LP) modes are the eigenmodes of a perfect fiber under the weak 
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guiding approximation [32]. The birefringence induced by fiber imperfections and 

perturbations changes the polarization state. Light injected into each LP mode effec

tively propagates through a distinctive set of wave plates with random orientations of 

their optical axes. Eventually different LP modes have different polarizations and the 

total output field becomes depolarized. In the absence of mode coupling, the MMF 

behaves like a bundle of uncoupled single mode fibers. It is impossible to control 

the output polarization of each mode without manipulating their individual input 

polarizations.

With mode mixing in the fiber, spatial and polarization degrees of freedom become 

coupled. The output polarization state depends not only on the polarization but also 

on the spatial wavefront of the input field. For illustration, we consider a fiber with 

only two modes, each of which has two orthogonal polarization states. The incident 

light is monochromatic and linearly polarized in the horizontal direction. The field is 

1 for mode l, and exp^j for mode 2. Without mode coupling, the relative phase 6 

between the two modes does not affect the output polarization state of either mode. 

However, with mode coupling, the output field of one mode also depends on the input 

field of the other. For example, the vertical polarization of mode l has contributions 

from (i) the field in mode I converted to the vertical polarization and (ii) the field 

in mode 2 that is coupled to the vertically polarized mode 1. The relative phase of 

these two contributions can be changed by varying 0, resulting in a constructive or 

destructive interference which modifies the amplitude of the vertically polarized field 

in mode 1. This degree of freedom is effective only when there is mode mixing in 

the fiber. Compared to a fiber without mode coupling, more polarization states can 

be created at the output by adjusting the input wavefront. Mode mixing enables a 

polarization control utilizing spatial degrees of freedom, as illustrated schematically 

in Fig. 5.1(b).
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5.3 Polarization manipulation

5.3.1 Depolarization-free states

To quantitatively evaluate the polarization control via spatial degrees of freedom only, 

we perform numerical simulation of an MMF with strong polarization and mode cou

pling. The fiber has N modes, each of which has a two-fold degeneracy corresponding 

to two orthogonal polarizations. We use the concatenated fiber model [33] to simu

late random coupling among all modes of the MMF. Without loss of generality, we 

use the horizontal (H) and vertical (V) polarizations as the basis to describe the full 

transmission matrix of the MMF 

^HH

W H

£hv

Wv

where £Hr (Wh) represents the horizontal (vertical) component of the output field 

when the input light is horizontally polarized, ^hh has the dimension of N x N, where 

N is the number of modes in the fiber for a single polarization. The output field of the 

horizontal polarization is |0) = ^hh|^) for a horizontally polarized input |^). Hence 

the total intensity of the horizontal polarization is (^|^) = ((^hh^hh|<^ with 

being the Hermitian conjugate of ^hh- The maximum and minimum eigenvalues of 

^hh^hh set the range of transmission that can be reached in horizontal polarization. 

The largest eigenvalue gives the maximum energy that can be retained in the hori

zontal polarization after propagating through the fiber. On the contrary, the smallest 

eigenvalue tells the maximum energy that can be converted to the vertical polariza

tion. After simulating an ensemble of MMFs with random mode and polarization 

coupling but no loss, we obtain the eigenvalue density P(tHh) plotted in Fig. 5.2(a). 

If the fiber has only one mode (N = 1), F(tHh) has a uniform distribution between 0 

and 1, as a result of the complete polarization mixing in the fiber. When there are two
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guided modes (N = 2), F(tHh) develops two peaks at tHh = 0,1. With the increase 

of N, these two peaks grow rapidly and become dominant at N >> 1. The probability 

of having some eigenvalue very close to unity or zero is very high. The eigenvector 

associated with thh = 1 retains the input polarization (H) at the fiber output, while 

the eigenvector associated with thh — 0 makes 100% conversion to the orthogonal 

polarization (V). As tHh decreases from 1 to 0, the percentage of transmission in the 

horizontal polarization drops, while that in the vertical polarization rises, as seen in 

Fig. 5.2(b).

The numerically calculated eigenvalue density F(thh) agrees with the analyti

cal prediction of the wave transmission in a lossless chaotic cavity [see the lines in 

Fig. 5.2(a)]. Such an agreement reveals the analogy between an MMF with ran

dom mode and polarization coupling and a chaotic cavity with two leads, as drawn 

schematically in Fig. 5.2(c). Wave enters the chaotic cavity through one lead, then 

reflected multiple times from the cavity wall before escaping via the same lead or the 

other lead. Each lead is a waveguide with N statistically equivalent channels. The 

four components of the scattering matrix 

fl ^2

21 T2

correspond to transmissions and reflections at the two leads. When reciprocity is 

broken (e.g., via magnetic field), t\ % and the s matrix is a member of CUE. Both 

ri 2 and U,2 are statistically equivalent N x N matrices. The density of transmission 

or reflection eigenvalues exhibits a bimodal distribution, p(r) = l/TryU^l — t), for 

large N [3 1]. The transmission of the input polarization in the fiber is analogous to 

the reflection in the chaotic cavity in the sense that light exits the cavity via the same 

lead. Hence, the eigenvalue tHh for the MMF corresponds to the reflection eigenvalue 

of the chaotic cavity.
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5.3.2 Maximum Transmission Eigenvalue

Using the analytical theory developed previously for the chaotic cavity [3-1,35], we 

derive the probability density of the maximum eigenvalue of ^hh^hh- The joint proba

bility density for the N eigenvalues of ^h^hh or for the MMF, {n,..., rN}, is 

identical to the joint probability of reflection or transmission eigenvalues of a chaotic 

cavity, which is [31,35]

p(Ti,... ,tn) = cN JJ (rn - rm)2, (5.1)
n<m

with rn e (0,1) for all n. Here cN is a normalization constant such that J(H^i drn)p(ri,..., rN) =

1 and n«<m short foriCnL.+i. The reduced probability when two eigenvalues 

are close by is a result of eigenvalue repulsion [36].

Let Tmax be the largest among the N eigenvalues. The probability density of rmax

follows from (5.1) as

PTmax pTmax
max) = N I / dTjy_ip(Ti, . . . , j, Tmax ).

J 0 J 0
(5.2)

The integrals in (5.2) gives

P(Unax) — N (rmax) , Tmax G (0, 1). (5.3)

Figure 5.3 plots the probability of having at least one eigenvalue above 0.95. The

probability increases dramatically with N and reaches 1 for N 10. From Eq.5.3,

we get
1

( >var rmax) + 1)2(^2 + 2) '

(5.4)

In the absence of loss, both 1 — (rmax) and the standard deviation of rmax scale as
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Figure 5.3: Probability of finding at least one eigenvector of with an eigenvalue 
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l/N2 for large N. This is because the eigenvalues near I are pushed further toward 

1 by the repulsion from the smaller eigenvalues and there are no eigenvalues larger 

than 1 to counter balance this push. We define the polarization extinction ratio 

(PER) as the maximal ratio of the transmissions in the two orthogonal polarizations, 

(rmax) /(1 - (^max)) = With a large number of modes in the fiber, we obtain 

PER 1. Depolarizations are avoided by coupling light into the eigenvector associ

ated with the maximum eigenvalue of The eigenvector is a superposition of

LP modes with the horizontal polarization, and can be generated by an SLM. The N2 

scaling originates from the repulsion between eigenvalues, which leads to the bimodal 

distribution of eigenvalues [36].

For comparison we consider the scaling of PER in an MMF without mode mix

ing. Due to distinctive polarization coupling for individual modes, the probability 

of retaining the input polarization for all output modes vanishes when the number 

of modes is large. The best solution to retain the input polarization is to only ex

cite the mode with an output polarization closest to the input polarization. This 

reasoning can be shown mathematically. Since tnn is now a diagonal matrix, the
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eigenvalues of are simply N independent random numbers with the n-th

eigenvalue being the overlap between the output of the n-th mode and the desired 

polarization state. The eigenvector with the largest eigenvalue corresponds to send

ing light only into the mode whose output polarization has the largest overlap with 

the desired polarization. The joint probability density of the N eigenvalues is simply 

p(Ti,..., tn) = n"i P(Tn) = 1, and the probability density of the maximal eigenvalue 

[as given by Eq. (S2)] is

rUnax pTmax

P^max) = N I P^dTi--- p^TN-^dTN-i. (5.5)
J 0 J 0

It follows that

p/(7max) = Af(Tmax)^-\ ?max

From it we have that (rmax) = 1 — 1/(7V+1) and PER = (rmax)/(l- (rmax)) = N. This 

comparison shows that spatial mode mixing greatly enhances the ability of overcoming 

depolarization.

5.3.3 Effect of mode-dependent loss

The above results are obtained when the fiber has negligible loss. If the loss in the fiber 

is significant, the eigenvalue density will be modified, and the maximum eigenvalue 

will be less than 1. Consequently, the PER for the eigenvector associated with the 

maximum eigenvalue of ^hh^hh will be reduced. In the MME, the lower order modes 

experience less attenuation than the higher order modes. To simulate the mode

dependent loss, we assume the decay length £ for each LP mode is proportional to 

its propagation constant (3, £ = 7^, where 7 is a coefficient. By varying the value 

of 7, we can tune the amount of loss. We solve for the eigenvectors of ^H^Hn with 

the maximum eigenvalues and compute the PER. Fig. 5.4(a) plots the PER as a 

function of 7. The stronger the MDL, the lower the PER. Hence, the MDL reduces 
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the polarization control. Mode-dependent loss also reduces the polarization control 

when there is no mode mixing in the fiber. We repeat the calculation for the MMF 

without mode mixing, and obtain much lower PER for the same amount of MDL. 

Fig. 5.4(a) shows no matter how strong the MDL is, the PER without mode coupling 

is always lower than that with mode coupling. Therefore, mode coupling enhances 

the polarization control even when the fiber has MDL.

We adjust the amount of MDL in the numerical simulation to match that of the 

fiber in the experiment. Figure 5.4(b) plots the eigenvalues of numerically calculated 

in, which decay over a range comparable to those of the experimentally measured tn 

(as we will discuss later in Fig. 5.11). With this amount of MDL in the numerical 

model, the eigenvector with the maximum eigenvalue of ^hh^hh has a PER of 29, 

which is close to the experimental PER of 24. Without mode mixing, the PER is 

found numerically to be 6.5, much lower than the PER with mode mixing.

No matter how strong the loss is, the PER of an MMF with mode coupling is 

always higher than that without mode coupling. Therefore, mode coupling enhances 

the polarization control regardless of the loss in the fiber. Furthermore, a complete 

polarization control can still be achieved even when the fiber has significant loss, as 

described in the next subsection.

5.3.4 Polarization conversion

The efficiency of converting the input polarization (H) to the orthogonal polarization 

(V) is given by the minimum eigenvalue of ^hh^hh- When loss in the MMF is negligi

ble, the minimum eigenvalue of ^hh^hh and the maximum eigenvalue of tyHWn corre

spond to the same eigenvector, since ^hh^hh+^vh^vh = E When the polarizations are 

completely mixed, the transmitted field has no memory of its initial polarization, so 

the transmission matrix tyh has the same statistical property as ^hh- The eigenvalue 

density F(tvh) is identical to P(thh) and has a bimodal distribution. The ensemble-
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Figure 5.4: Polarization control in the presence of MDL. (a) PER for the output 
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averaged value (7^) = 1 — = 1 /(TV2 + 1), and PER = N2. Similar to the

derivation of p(rmax), the analytical probability density for the smallest eigenvalue is 

p(Tmin) = N2(1 — 7min)^?-i- When N 1, light is almost completely transformed 

into the orthogonal polarization by spatially coupling light into the eigenvector of 

^hh^hh with the minimum eigenvalue.

If the fiber suffers significant loss, the maximum eigenvalue becomes less than 1, 

but the minimum eigenvalues remains close to 0. The eigenvector associated the min

imum eigenvalues can be used for a complete polarization control, despite the reduced 

total transmission. For example, if the input light is horizontally polarized, by cou

pling it to the eigenvector of tyHtvn with eigenvalue close to 0, the transmitted light 

has a vanishing vertical component. Thus the depolarization is avoided, but part of 

incident light is lost instead of being transmitted. Also the transmitted light can be 

converted to the vertical polarization by exciting the eigenvector of w^h the 

minimum eigenvalue. So far we have considered only horizontal and vertical polar

izations for input and output fields, but the same concept applies to any polarization
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Figure 5.5: Poincaré sphere representation of multi-channel polarization transforma
tion in the MMF. The direction of each arrow stands for the polarization of each 
mode and the length represents the intensity of the mode. Transformation of the 
(a) input horizontal polarization (H) to the (b) output polarization state with the 
vertical polarization (V) for modes 1-30 and the right-hand circular polarization (R) 
for modes 31-60.

state. As long as the fiber completely scrambles the polarization of light, all polar

ization states are equivalent. For example, let us consider the conversion from the 

horizontally polarized (H) input to the right-hand circular polarized (R) output. The 

corresponding transmission matrix ^h^rh has the same eigenvalue density as

With strong mode coupling and negligible loss in the fiber, F(trh) is bimodal, the 

peak at trh = 1 (trh = 0) allows a full conversion of horizontal polarization to right 

(left) circular polarization.

5.3.5 Multi-channel polarization transformation

Let us take one step further: instead of controlling the polarization state of the total 

transmission, we can have different polarization states for different modes. As an 

example, we transform the horizontal polarization (H) of the input field [Fig. 5.5 (a)] 

to a complex polarization state (A) at the output of an MMF with 60 modes. As 

shown in Fig. 5.5 (b), the polarization state A has the vertical polarization (V) for 

modes 1-30 and right-hand circular polarization (R) for modes 31-60. The conversion 

is achieved by coupling the incident light to the eigenvector of é^h^ah with the eigen-
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value close to 1, when the loss in the fiber is negligible. When the loss is significant, we 

resort to the output polarization state B that is orthogonal to A. In this case, B has 

the horizontal polarization (H) for modes 1-30 and the left-hand circular polarization 

(L) for modes 31-60. By exciting the eigenvector of ^HtBH with the eigenvalue close 

to 0, the output polarization state is orthogonal to B and thus identical to A.

(a)
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21-40
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41-601-20 21-40
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Figure 5.6: Multi-channel polarization control, (a) Input polarization state A and 
output polarization state B. Modes 1-20 have the linear vertical (V) polarization at the 
input and the left-circular (L) polarization at the output. Modes 21-40 have the right
circular (R) polarization at the input and the linear —450 polarization at the output. 
Modes 41-60 have the linear 45° polarization at the input and the linear horizontal (H) 
polarization at the output, (b) Corresponding transmission matrix Éba is constructed, 
(c) The Poincaré sphere representation of the input and output polarization states 
for all modes of the eigenvector of ^ba^ba with the largest eigenvalue.

Finally, we can also handle arbitrary input polarization states, i.e. individual
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spatial modes may have different polarizations. Here we illustrate how to realize this 

with an example. First we construct the transmission matrix that relate different 

input and output polarization states. We calculate Zhh, Ah, W, Av of a fiber with 

60 spatial modes using the concatenated fiber model. From them, we construct, e.g., 

the transmission matrix for linear vertical (V) polarization input and left-circular (L) 

polarization output fLv — (l/v^X^HV + ^vv), or the transmission matrix for right

circular (R) polarization input and L polarization output = (1/V2)Xlh — z^lv), 

as described in the main text. Next we consider individual input and output modes 

have different polarizations, e.g., let us bin the LP modes into three groups, i.e. 1

20, 21-40 and 41-60. As illustrated in Fig. 5.6(a), the input polarization state A 

has V polarization for modes 1-20, R polarization for modes 21-40 and linear 45° 

(45) polarization for modes 41-60. The output polarization state B is designed to 

be L polarization for modes 1-20, linear -45° (-45) polarization for modes 21-40 and 

horizontal (H) polarization for modes 41-60. To achieve the conversion from A to 

B, we construct the corresponding transmission matrix shown in Fig. 5.6(b). 

For example, the elements for 1-20 rows and 1-20 columns of are a copy of the 

elements in 1-20 rows and 1-20 columns of Av, the elements of 1-20 rows and 21

40 columns of A a are copied from the corresponding rows and columns of Ar, etc. 

We then compute the eigenvalues and eigenvectors of ^aAb- When the fiber has 

no loss, the maximum eigenvalue is equal to 1. Figure 5.6(c) presents the Poincaré 

sphere representation of the input (left) and output (right) polarization states of 

the corresponding eigenvector. The arrows of three colors (red, green and blue) 

denote the polarization states for three groups of LP modes (1-20, 21-40 and 41-60). 

These results confirm that the eigenvector of ^aAa with the unity eigenvalue has 

the input polarization state A and the output polarization state B, thus realizing the 

polarization conversion from A to B.

Therefore, an MMF with strong mode and polarization coupling is capable of 
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transforming arbitrary input polarizations to arbitrary output polarizations with 

nearly 100% efficiency. Since only the spatial degrees of freedom are deployed at 

the input, the output intensity in each spatial mode, i.e., the distribution of output 

energy among spatial modes, cannot be controlled. To design not only polarizations 

but also intensities of all output modes, both spatial and polarization degrees of 

freedom at the input shall be utilized.

5.4 Experimental demonstration

5.4.1 Polarization-resolved transmission matrix

0.015

S ________ ।________ ।________ i_________ i_________ i_________ i_________ ।_________ i_________ i_________

-50-40-30-20-10 0 10 20 30 40 50
Radial position (/^m)

Figure 5.7: Measured refractive index profile of the multimode fiber. The difference 
between the refractive index in the core and that in the cladding, An, has a parabolic 
profile within the core (from -25 //m to 25 //m), and a sharp drop at the interface 
between the core and the cladding to reduce light leakage.

We experimentally demonstrate the complete polarization control of an MMF 

with strong polarization and mode coupling by wavefront shaping. We test different 

types of MMFs experimentally and obtained similar results. The fiber whose data are 

presented here has the graded refractive index profile (see Fig. 5.7) designed to reduce 
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the mode-dependent loss, leading to the highest degree of polarization control. The 

core diameter of the fiber is 50 ^m and the numerical aperture (NA) is approximately 

0.22. The fiber is 2 m long. To enhance mode and polarization mixing in the MMF, 

the bare fiber is coiled to 5 loops (without a spool) and pressed by 12 clamps which are 

arranged in a circle. The clamps not only introduce mode and polarization coupling 

at multiple points in the fiber, but also stabilize the fiber.

We characterize the polarization-resolved transmission matrix with an interfero

metric setup shown in Fig. 5.8(a). A horizontally polarized laser beam at wavelength 

A = 1550 nm is split into a fiber arm and a reference arm. The SLM in the fiber arm 

prepares the spatial wavefront of light before it is launched into the MMF. To mea

sure the field transmission matrix, plane waves with different wavevectors, covering 

the range of the fiber numerical aperture, are projected onto the input facet of the 

fiber. The output facet of the fiber is directly imaged by a lens onto a camera. A 

linear polarizer in front of the camera filter out the polarization component of light 

transmitted through the fiber. By rotating the linear polarizer, we measure different 

polarization components of the fiber output. A half-waveplate in the reference arm 

rotates the polarization direction of the reference beam to match the direction of the 

linear polarizer. The reference beam then combines with the fiber output beam at 

a beam-splitter, and their interference fringes are recorded by a camera. Using the 

off-axis holography, we extract the amplitude and phase of the field exiting the fiber 

in the same polarization as the reference.

The transmission matrix is measured with input in momentum (wavevector) basis 

and output in real space. Then we perform a basis transform to represent the matrix 

in the fiber LP mode basis. By rotating the linear polarizer and the half waveplate, 

the transmission matrices for both horizontal and vertical polarizations are measured. 

After computing the eigenvalues and eigenvectors of the transmission matrix, we 

generate the input wavefronts of individual eigenvectors with the SLM. To modulate
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Figure 5.8: Experimental setup and fiber calibration, (a) Schematic of the interfer
ometric setup for measuring the transmission matrix of a multimode fiber (MMF). 
SMF: single mode fiber. C: lens. BS: beam splitter. PBS: polarizing beam splitter. 
M: mirror, (b) Characterization of depolarization in the MMF. The total transmit
ted intensity It (blue circles) and the correlation of output intensity patterns C(0) 
(orange triangles) confirm complete depolarization. 6 is the angle of the polarizer. 
Insets: intensity patterns of orthogonal polarizations measured when 6 = 0° and 90°. 
(c) Amplitude of measured transmission matrix fon m LP mode basis reveals strong 
mode mixing in the fiber.
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both amplitude and phase of the input field with a phase-only SLM, a computer

generated phase hologram is employed and a pinhole on the back focal plane of the 

lens in the fiber arm filters out the first order diffraction pattern of the SLM.

To quantify the depolarization in the MMF, we measure the total transmitted 

intensity It as a function of the angle of the polarizer 6. As shown in Fig. 5.8(b), It only 

exhibits slight (~ 9%) variations with 9. Furthermore, the output intensity pattern 

changes with 9 and thus individual output channels have distinct polarizations. We 

compute the correlation function C(9) = 7(0) • 1(9), where 1(9) is a unit vector 

representing the normalized intensity profile at 9. The decay of C(9) in Fig. 5.8(b) 

illustrates the decreasing correlation of the intensity pattern with 9. The insets of 

Fig. 5.8(b) are the two intensity patterns of orthogonal polarizations (9 = 0,90°), 

which are almost uncorrelated, indicating nearly complete depolarization.

The amplitude of measured transmission matrix ^hh of the MMF in the LP mode 

basis is shown in Fig. 5.8(c). No matter which mode light is injected into, the output 

field spreads over all modes, although higher order modes have lower amplitudes due 

to stronger dissipations. The measured Wh has a similar characteristic to that of ^HH-

5.4.2 Mode coupling in the experimental fiber

To further confirm that mode coupling occurs in the fiber, we measure the output 

intensity patterns with and without clamps, when a plane wave is launched into 

the fiber at normal incidence. As shown in Fig. 5.9, the output intensity pattern is 

speckled, indicating the output field consists of multiple LP modes. When the fiber 

is pressed by the clamps, the number of speckle grains increases and the speckle grain 

size decreases. Therefore, more spatial modes are excited in the fiber due to the 

enhanced mode mixing introduced by the clamps.

Figure 5.10 presents experimentally measured field transmission matrices, £hh and 

Wm of the MMF for two output polarizations H and V, with the input polarization set
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Figure 5.9: Mode mixing introduced by fiber clamps. Output intensity patterns for an 
MMF (a) without or (b) with clamps applying stress to it. A plane wave is launched 
into the fiber at normal incidence. The clamps enhance mode mixing in the fiber.
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to H. The eigenvalues of in which tH = ( , reveals the mode-dependent loss in

the fiber. As seen in Fig. 5.11, the sharp drop of the transmission curve after mode 50 

indicates the cut-off of guided modes in the fiber. The measured transmission matrix, 

represented in LP mode basis, shows that with input light in a single LP mode, the 

fiber output spreads over all LP modes. To quantify the degree of mode coupling, 

we calculate the inverse participation ratio (IPR) of the LP modes constituting the 

fiber output field when the input light is in a single LP mode. The IPR is defined 

as IPR = ( 2/ where Pi is the intensity of the 2-th LP mode at the

fiber output. If the output field consists of only one LP mode, the IPR is equal to 

1. If the output is a random superposition of all LP modes (with statistically equal 

weight), the IPR is 30. In our experiment, the IPR of the output field for a single LP 

mode input is about 22, indicating the fiber output contains far more than one LP 

mode due to strong mode mixing in the fiber. The IPR is lower than 30 because the 

higher order modes experience more loss and have lower output intensities than the 

lower-order ones.

A systematic error in transforming the transmission matrix from the measurement 

basis to the LP mode basis might make the measured ^hh and tyh non-diagonal ma

trices. If there were the case, a common basis transformation could diagonalize both 

£hh and To test this possibility, we conduct the singular value decomposition of 

the measured tym The input and output singular vectors of £hh diagonalize tnn, but 

they cannot diagonalize the measured £vm as shown in Fig. 5.12. This result confirms 

the measured transmission matrix corresponds to that of an MMF with strong mode 

and polarization coupling.

5.4.3 Experimentally realized polarization control

To control the output polarization, we compute the eigenvectors of the experimentally 

measured ^h^hh- For each eigenvector, the intensities of horizontal and vertical po
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larization components in total transmitted light, ZH and ly, are plotted in Fig. 5.13. 

The first eigenvector is associated with the largest eigenvalue, thus having the maxi

mum Th and the minimum ly. The eigenvectors are ordered by the value of In from 

high to low. The decrease of Zh is accompanied by the increase of ly. Eventually ly 

cannot reach the maximum of Zh due to mode-dependent loss in the fiber. Employ

ing the computer-generated phase hologram for a simultaneous phase and amplitude 

modulation [37], we create the input wavefront for the first eigenvector with the SLM 

and launch it into the fiber. The output intensity patterns of horizontal and vertical 

polarizations are recorded (left panel in Fig. 5.13). Since higher order modes suffer 

more loss in the fiber , the transmitted light is mainly composed of lower order modes. 

The horizontal polarization component is much stronger than the vertical one, and 

the PER is about 24. Hence, most energy is retained in the input polarization (H), 

and depolarization is overcome. The experimentally obtained PER is in agreement 

with the numerical simulation result of a fiber with comparable amount of loss (see 

7 = 6 in Fig. 5.4).

A complete conversion to the orthogonal polarization (V) is achieved with the 

eigenvector of Thh^hh with a small eigenevalue. For example, we choose the 52nd 

eigenvector which has a low transmission of the horizontal polarization and launch its 

input field profile into the MMF. The measured output intensity patterns are shown 

in the right panel of Fig. 5.13, and the transmitted light is dominated by the vertical 

polarization component. The PER is 43, exceeding that of the first eigenvector. 

Since the 52nd eigenvector has more contributions from higher order modes, which 

experience a higher attenuation than lower order modes, its transmission is about 

half that of the first eigenvector.

We can convert the horizontally polarized light to any polarization state at the 

fiber output. For example, to obtain the right circular polarization (R), we construct 

Trh = ^(^hh ~^vh) from the measured THh and tyh, and couple the incident light to

122



0.2

0

0.2

0

0.2

0

0.2

0

.5.6

1
g
Z.2

10 20 30 40 50 60
Eigenvector index

Figure 5.13: Experimental demonstrations of overcoming fiber depolarization and 
complete conversion to the orthogonal polarization. Central panel: intensities of 
the horizontal (H) and vertical (V) polarization components of total transmitted 
light, Th and Ty, for individual eigenvectors of experimentally measured Thu^h- The 
eigenvectors are arranged by Ih from high to low, and the largest value of Th is 
normalized to 1. The experimentally measured output intensity patterns of H and V 
for the 1st and the 52nd eigenvectors are shown on the left and right, respectively.

123



SI S2

S3

(f)
Vertical component

(e)
Horizontal component

5/
S2

A
-/ si
S2

+45°
L’.tlerrrw.t::;

S3
tR

S3

10gm10nm10pm

Figure 5.14: Experimental generation of arbitrary polarization states, (a-c) Poincaré 
sphere representation of output polarization state of (a) the highest transmission 
eigenchannel of tRH, all LP modes (each represented by an arrow) are right circularly 
polarized, (b) a low transmission eigenchannel of ^fh, all modes are linearly polarized 
in the 45° direction, (c) different polarization states generated with a fixed input 
polarization (H). (d-f) Output intensity pattern (d), its horizontal (e) and vertical (f) 
polarization components reveal the transmitted field in the left half of the fiber facet 
is horizontally polarized, and the right half vertically polarized.
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the eigenvector of ^h^rh with the largest eigenvalue. The output polarization states 

of individual LP modes are plotted on a Poincaré sphere in Fig. 5.14(a). Each arrow 

represents one mode, and its length stands for the intensity of that mode. All arrows 

point along the S3 axis, indicating all modes are circularly polarized, despite varying 

intensities. In Fig. 5.14(b), we obtain the linear +45° polarization by exciting a low 

transmission eigenchannel of t_45H = ^(^hh — ^vh) (the eigenvector of tL45H^-45H 

with a small eigenvalue). Figure 5.14(c) shows different polarization states that are 

generated experimentally with a fixed input polarization (H).

To demonstrate the ultimate polarization control, we make the polarization states 

different for individual output channels. In addition to the fiber mode basis, the 

spatial channels can be represented in real space (near-field zone of the fiber distal 

end) or momentum space (far-field zone). In the following example, we describe the 

fiber output channels in real space. The output polarization state C is designed to 

have the horizontal polarization for the spatial channels within the left half of the 

fiber cross-section, and the vertical polarization in the right half. The transmission 

matrix tCn is constructed by concatenating one half of Zhh and the other half of 

ivu- The conversion of polarization from H to C is realized by exciting the highest 

transmission eigenchannel of ten- Figure 5.14(d) is an image of the fiber output 

facet taken by the camera without a polarizer. After the linear polarizer is placed in 

front of the camera and oriented in the horizontal direction, the right half becomes 

dark while the left half remains bright in Fig. 5.14(e). Once the polarizer rotates 

to the vertical direction, the right half lights up while the left half turns dark in 

Fig. 5.14(f). Hence, the transmitted field is horizontally polarized in the left half 

of the fiber facet, and vertically polarized in the right half. Additional example 

is given in Fig. 5.15, showing numerically generated polarization states using the 

experimentally measured transmission matrices £hh and tym The output field is the 

left-hand circular polarization (L) in the top half of the fiber facet and right-hand
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Figure 5.15: Circular polarization control. Output intensity pattern (a), its left-hand 
(b) and right-hand (c) circularly polarized components reveal the transmitted field in 
the top half of the fiber facet is the left circularly polarization, and the bottom half 
right circularly polarization.

circular polarization (R) in the bottom half.

5.5 Wavelength dependence

While our scheme of polarization control works for any wavelength, we must adjust 

the input wavefront with wavelength in order to realize a specific output polarization 

state. This is because the transmission matrix ^hh is wavelength dependent, and its 

spectral correlation width is determined by the properties of the fiber, such as the 

length, the differential group delay and the degree of mode mixing. The spectral cor

relation function is defined as C(AA) = (/(A0)/(A0 + AA))/(/(A0))(/(A0 + AA)) — 1, 

where /(A) is the output intensity pattern at wavelength A for a fixed input wavefront. 

We compute C(AA) using ÉhhM for 1550 nm < A 1551.3 nm in the numerical sim

ulation of an MMF with strong mode mixing but negligible loss. The spectral width 

of C(AA) is 0.2 nm in Fig. 5.16(a). We further calculate the eigenvector with the 

largest eigenvalue of ^hh^hh at Ao = 1550 nm. The transmission of horizontal po- 

1 arization for this eigenvector is unity at Ao, as expected. As shown in Fig. 5.16(b), 

when the wavelength A is detuned from Ao by AA. the transmission in horizontal
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polarization decreases and the transmission in vertical polarization increases, even

tually both approach 0.5 for AA 0.2 nm. Thus the bandwidth of the polarization

preserving channel is equal to the spectral correlation width of the fiber. The same 

bandwidth is found for the polarization-changing channels. For the applications in 

nonlinear optics, broad-band pulses are usually used, and a large bandwidth of the 

polarization-shaping channels is required. This can be achieved by using MMFs with 

small differential group delay, which gives a large spectral correlation width.

5.6 Discussion and conclusion

Random mode mixing is long regarded as an obstacle for multimode fiber applica

tions, and there have been intensive efforts to reduce or eliminate mode coupling. 

Instead of battling it, we take advantage of mode mixing for polarization control in 

a 6ber. We demonstrate that strong coupling between spatial and polarization de

grees of freedom in an MMF enable a complete control of output polarization states 

by manipulating only the spatial input wavefront. A general procedure of finding 
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the spatial wavefront to create arbitrary polarization state is outlined and confirmed 

experimentally. It involves a measurement of the polarization-resolved transmission 

matrix and a selective excitation of the transmission eigenchannels corresponding to 

the extremal eigenvalues. With random mixing among all modes of different polar

izations in the fiber, the probability of having extremal eigenvalues is enhanced by 

eigenvalue repulsion, analogous to a chaotic cavity. We apply the existing theory of 

chaotic cavities to multimode fibers, uncovering the connection between the two fields 

of wave chaos and fiber optics.

The global control of polarization states for MMFs is not only useful for over

coming the depolarization in an MMF, but also valuable for employing polarization

sensitive imaging techniques of fiber endoscopy and nonlinear microscopy. In this 

work, we demonstrate polarization control for monochromatic light, which is rele

vant, e.g., to fiber-based fluorescence microscopy with laser excitation. Our scheme 

of MMF polarization control is applicable at any wavelength, but the input wavefront 

for a specific output polarization state, is wavelength-dependent. The polarization 

shaping channels have a finite bandwidth, which corresponds to the spectral correla

tion width of the MMF. The nonlinear optics applications often use broad-band short 

pulses, and require a large spectral bandwidth for the polarization-shaping channels, 

which can be achieved with MMFs having small differential group delay.
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Chapter 6

Single-shot full-field measurement 

of optical pulses with a multimode 

fiber

6.1 Introduction

In the previous chapters, we discussed that the abundant spatial degrees of freedom 

can be utilized for controlling linear [1-1] and nonlinear light propagation [5-9] in an 

MMF. The spatial, temporal, spectral or polarization states of transmitted light are 

manipulated by shaping the spatial wavefront of an incident beam. An MMF can 

function as a microscope [in-13], a reconfigurable waveplate [I 1] or a pulse shaper 

[1-1]. In particular, the coupling between spatial and temporal degrees of freedom in 

an MMF enables tailoring the output state in time by manipulating the input state 

in space. However, the reverse process, i.e., extracting the input temporal shape 

from the output spatial profile of an MMF, has not been explored. It will open the 

possibility of using an MMF for temporal pulse measurement.

MMFs have already been employed for various sensing applications. For exam
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pie, the MMF is implemented to detect changes in temperature, refractive index and 

strain [15-Id], because the speckle pattern, produced by the interference of guided 

modes, is sensitive to external perturbations. For optical coherence tomography 

(OCT), random temporal speckles generated by MMFs are used to image axial reflec

tivity profiles [19], Furthermore, the dependence of the output spatial pattern on the 

input spectrum is utilized to transform an MMF into a compact and high-resolution 

spectrometer [20, 21], However, only the spectral amplitude is encrypted in the spa

tial intensity pattern, not the spectral phase, which is needed for full-field temporal 

measurement.

Tn this chapter, we propose and realize a novel method based on an MMF for 

single-shot full-field measurement of optical pulses. It utilizes the complex yet deter

ministic spatiotemporal speckle field produced by a reference pulse /(£) propagating 

through an MMF. Such field E(r, T, which is two-dimensional (2D) in space r and 

one-dimensional (ID) in time t, interferes with the unknown field g(t) of a signal 

pulse that is phase coherent with f(t). The interference pattern is integrated in time 

by a camera. From this pattern, both spectral amplitude and phase of the signal are 

retrieved. The Fourier transform gives the full field of g(t). The temporal resolution 

St is set by the temporal speckle size, which is inversely proportional to the spectral 

bandwidth of the reference pulse Suj. The temporal range of single-shot measurement 

At is set by the temporal length of the transmitted waveform, which is given by the 

inverse of the spectral correlation width Acc of the MMF. A fiber with stronger modal 

dispersion has faster spectral decorrelation, thus covering a longer time window.

Our scheme can be considered as parallel ghost imaging in time [23]. Compared 

to the conventional ghost imaging that relies on the sequential generation of different 

temporal waveforms [2 1-29], the MMF simultaneously creates many distinct temporal 

1. This chapter is primarily based on the work in ref [22]. W. Xiong performed the experiment and 
developed the algorithm with help from S. Gertler and H. Yilmaz. H. Cao supervised the project.
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Figure 6.1: Experimental setup and measured spatio-temporal speckles. (a) 
Schematic of a Mach-Zehnder interferometric setup for full-field measurement. A 
CW laser with tunable frequency (Agilent 81940A) for MMF calibration and a pulsed 
laser (NKT, Onefive Origami) for temporal measurement are sequentially coupled to 
a single-mode fiber (SMF). The output is collimated by a lens, and one polarization 
is selected by a linear polarizer. The beam is split by a beam splitter into the fiber 
arm and the reference arm with equal path length. Light fields from the two arms 
recombine by a second beam splitter, and their interference pattern is recorded by a 
camera (Xenics Xeva 1.7-640). Inset: intensity (red) and phase (blue) of the reference 
pulse launched into the MMF. BS: beam splitter. PBS: polarizing beam splitter, (b) 
Spatial field (amplitude) distribution of the laser pulse transmitted through the MMF 
at three arrival times -7.5, 0 and 7.5 ps. (c) Temporal field amplitudes at three spatial 
positions of the fiber output facet, marked by matching colors in (b).

speckle patterns, each at a different spatial location of the output facet, to sample 

the signal. The parallel sampling enables single-shot measurement, eliminating the 

requirement for repetitive signals.

6.2 Measurement scheme

The proposed scheme is experimentally demonstrated in a Mach-Zehnder interfero

metric setup shown schematically in Fig. 6.1(a). A 230 fs pulse from a mode-locked 
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near-IR fiber laser is split by a beam splitter into two, one is launched into the MMF 

for creation of spatio-temporal speckle field E(r, t), the other is sent to probe a sample 

placed in the other arm of the interferometer. The transmitted or reflected field g(t) 

from the sample is combined with E(r, t) by a second beam splitter. Since they are 

phase-coherent, they will interfere, as long as g(t) overlaps with E(r, t) in time, which 

is ensured by matching the optical path lengths of the two arms of the interferometer. 

To increase the temporal length of E(r, t), which determines the measurement range, 

we adjust the launch condition for the reference pulse into the MMF so that it excites 

many guided modes that propagate at a different speed. Due to modal dispersion, 

the transmitted pulse is broadened and distorted. The pulse shape varies spatially 

across the fiber facet. To have strong modal dispersion, we choose a step-index fiber 

(105 gm core, 0.22 NA, Thorlabs FG105LCA) of 1.8-meter length.

To calibrate the spatiotemporal speckle at the fiber output, we measure the trans

mitted field profile in the spectral domain with a tunable continuous-wave (CW) fiber 

laser. The laser wavelength A is scanned from 1520 nm to 1570 nm with a step of 0.2 

nm. This range fully covers the spectrum of the reference pulse. To ensure the launch 

condition of the CW laser light into the MMF is identical to that of the pulsed laser, 

the outputs from both lasers are coupled to a single-mode fiber (SMF) switch. The 

CW light transmitted through the MMF is combined with that from the reference 

arm at a slight angle, producing spatial interference fringes. By applying a Hilbert 

filter in the Fourier domain of the recorded interference pattern, the amplitude and 

phase of the transmitted field at a single frequency uj are extracted. Scanning the 

frequency uj of the CW laser and repeating the off-axis holography measurement gives 

the frequency-resolved field transmission matrix T(r,u). At both the input and the 

output of the MMF, only one polarization is selected.

After calibrating T(r, w) of the MMF with the tunable CW laser, the input source 

is switched to a pulsed laser (NKT Onefive Origami). When the diode current is
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Figure 6.2: Calibration of the femtosecond reference pulse, (a) Red solid line is the 
measured spectral intensity of the laser pulse from NKT Onefive Origami, and the 
blue dashed line is the spectral phase obtained from fitting the measured temporal 
autocorrelation trace of the pulse in (b). (b) Measured temporal autocorrelation 
trace of the pulse (black solid line) and simulated trace (black dashed line) from the 
measured spectral intensity and fitted spectral phase in (a).

set to 750 mA, the emission spectrum is centered at wavelength A = 1546 nm and 

has a full width at half maximum (FWHM) of 12 nm. The spectrum of the pulse 

is measured by an optical spectrum analyzer (OSA, YOKOGAWA AQ6370D), and 

plotted in Fig. 6.2(a). To obtain the temporal pulse shape, we measure the temporal 

autocorrelation trace of the pulse with an autocorrelator (Femtochrome FR-103XL), 

see Fig. 6.2(b). We ht the spectral phase of the pulse (blue dashed line in Fig. 6.2(a) so 

that the corresponding autocorrelation trace (black dashed line in Fig. 6.2(b) matches 

well with the measured one. The FWHM of the pulse is 230 fs, as shown in the inset 

of Fig. 6.1.

From these measurements, the spectral amplitude and phase of the reference field 
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/(w) are obtained. The Fourier transform T gives the temporal waveform f(t) = 

of the reference pulse that is injected to the MMF. The temporal shape and 

phase of the reference pulse are shown in the inset of Fig. 6.1(a). The transmitted field 

of the MMF is E(r, w) = T(r, w)/(w) in frequency, and E(r,t) = E[E{r,w)] in time. 

As shown in Fig. 6.1(b), the output speckle pattern changes rapidly in time. At each 

spatial location, the distinct temporal waveform is composed of multiple speckles, as 

plotted in Fig. 6.1(c).

The complex yet deterministic spatiotemporal speckles generated by the MMF 

enable single-shot full-field measurement of the unknown signal by interfering E(r,t) 

and g(t). The time-integrated interference pattern is recored by the off-axis hologra

phy, /(r) = J \ E(r, t)+g(t)\2dt. The information of g(t) is encoded in the interference 

term /(r) = f dt[E(r,t)g*(t) + E(r,t)*g(t)]. /(r) is extracted with the same Hilbert 

filter used in the calibration of T(r, w). In the frequency domain, the interference 

term is /(r) = f[T(r,u)f(u)g*(u) + T*(r, u)/*(w)p(w)]&c, where g^ is the Fourier 

transform of g(t). This expression can be rewritten as a linear product of a matrix 

and a vector:

/(r)= T*(r,w)/*(cv)
9*M

(6.1)

With T(r, w) and /(w) known, g(eu) is retrieved from /(r) by iterative optimization 

algorithms. To account for temporal or spectral sparsity of g, we deploy a compressive 

sensing algorithm FASTA [27] to solve the sparse least square optimization problem.

To find the temporal resolution, we compute the temporal correlation function 

of spatiotemporal speckle field, C(At) = (E*(r, t)E(r, t + At)), where (...) denotes 

averaging over r and t. The FWHM of C(At) gives the average temporal speckle size 

ôt = 230 fs, which determines the temporal resolution. The temporal range of mea

surement At is equal to the temporal length of E(r, t), which is inversely proportional 

to the width of the spectral correlation function C(Aw) = (E*(r,w)E(r, w + Aw)).
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Figure 6.3: Full-field measurement of single pulses with varying delay. (a,d) 2D 
interference term /(r) extracted from the off-axis hologram for a single pulse with 
arrival time t — 0 and 4 ps. (b,e) Spectral intensity (red solid line, left axis) and 
spectral phase (blue solid line, right axis) of the signal retrieved from (a,d). Black 
dashed line is the spectral intensity of the signal measured by an optical spectrum 
analyzer. (c,f) Temporal intensity (red solid line, left axis) and temporal phase (blue 
solid line, right axis) of the signal, obtained by Fourier transform of (b,e). Black 
clashed line is the temporal intensity of the signal obtained from autocorrelation and 
spectrum measurements.

From the width of C(Acc), we estimate At to be about 35 ps. The time bandwidth 

product (TBP), defined by the ratio of the temporal range to the temporal resolution, 

is At/^t = 152.

6.3 Single pulse with varying delay times

We first test our method by measuring single pulses propagating through the reference 

arm (without sample) of the Mach-Zehnder interferometer with different delay times. 

By changing the length of the reference arm with a delay line, we vary the arrival 

time t of the pulse. The zero delay time t = 0 is set by the arrival time of the pulse 
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when the length of the reference arm is matched to that of the fiber arm. Figure 6.3 

shows the measurement results for two delay times t = 0 (top row) and r = 4 

ps (bottom row). The left column shows the interference term /(r) extracted from 

the experimentally measured hologram in these two cases. Although the pulse shape 

remains the same, the spatial interference pattern is very different. This is because the 

pulse with varying delay interferes with a different part of the spatiotemporal speckles 

from the MMF. The retrieved intensity and phase of the pulses in wavelength and 

time domains are plotted in the second and third columns. The recovered spectral 

intensity is consistent with the measurement of the optical spectral analyzer. While 

the recovered spectral phase is flat for t = 0, it changes linearly for t = 4 ps. These 

results are expected, as the slope of the spectral phase corresponds to the delay time. 

In the time domain, the arrival times of the recovered pulses agree with the values set 

by the delay line, and the temporal pulse shape is consistent with the autocorrelation 

trace.

6.4 Multiple pulses

We next measure double pulses. Unstable double-pulsing is a common phenomenon 

for lasers that are over-pumped, but it is difficult to detect with repetitive measure

ment techniques that rely on stable pulse trains. Our method can measure double 

pulses in a single shot. To produce double pulses, we first create 2.2 ps long pulses 

by spectral filtering the output from a mode-locked fiber laser (Calmar Mendocino). 

By spectral filtering of the laser output, we obtain longer pulses. We use a fiber

based tunable filter and first set the center wavelength to 1532 nm and the FWHM 

to 10 mm The measured spectrum of the filtered pulse is plotted in Fig. 6.4(a), and 

the autocorrelation trace is shown in Fig. 6.4(b). Again we fit the spectral phase of 

the filtered pulse (blue dashed line in Fig. 6.4(a)) so that the autocorrelation traces
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agree well. Then we further reduce the FWHM of the spectral filter to I nm. The 

corresponding spectrum measured by the OSA is shown in Fig. 6.4(c). The spectral 

phase within this narrow range is nearly constant so that the filtered pulse is almost 

transform-limited and has a length of 2.2 ps.

Then we insert a double-side-polished silicon wafer to the reference arm of the 

March-Zehnder interferometer as the sample. An incident pulse is bounced back and 

forth between the two surfaces of the wafer, creating multiple pulses in transmission. 

The distance between the pulses is determined by the wafer thickness. The thicknesses 

of the silicon wafers are approximately 500 /zm and 200 ^m. To find the precise 

thickness of the sample and the incident angle of the probe light, we measure the 

transmission spectrum of the silicon wafer with the experimental setup shown in 

Fig. 6.1. The wafer is placed in the reference arm and the fiber arm is blocked. By 

scanning the frequency of a CW laser, we measure the spatially integrated intensity of 

transmitted light with the camera. Then we simulate the transmission spectrum of a 

silicon wafer with the transfer matrix method. By matching the simulated spectrum
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Figure 6.5: Transmission and reflection spectra of two silicon wafers. Red solid 
lines: experimental data. Black dashed lines: numerical results from transfer matrix 
simulation, (a) The transmission spectrum of the 535 /tm silicon wafer with an 
incident angle of 1 degree, (b) The reflection spectrum of the 535 wafer with an 
incident angle of 3 degrees, (c) The reflection spectrum of the 212 ^m wafer with an 
incident angle of 2 degrees.

(black dashed line in Fig. 6.5(a)) to the measured one (red solid line), we find that 

the wafer thickness is 535 ^m and the incident angle is 1°.

We first measure the pulse transmitted through the 535 /rm wafer. Figure 6.7(a) 

shows the recovered spectral intensity, which exhibits a rapid oscillation. The sim

ulated spectrum, plotted by the black dotted line, agrees well with the recovered 

spectrum (red solid line). The recovered spectral phase, unwrapped and plotted by 

the blue dashed line, features descending jumps at the frequencies of local minima 

for the spectral intensity. These phase jumps, together with the amplitude oscilla

tions, are results of spectral interference of double pulses, which are reconstructed 

from the Fourier transform of the recovered spectral field in Fig. 6.7(b). The first 

pulse originates from direct transmission of the probe pulse through the wafer and 

the second pulse from two bounces within the wafer. They are spaced by 12.5 ps, 

which is consistent with the 3.75 mm one-round-trip optical path length. Because 

of the relatively low reflectivity of the silicon-air interface, the intensity ratio of the 

first pulse to the second pulse is 17.6. Although the second pulse is rather weak, it 
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can still be recovered by our scheme, and the temporal shape agrees well with the 

simulation result. The temporal phases of the two pulses vary linearly, reflecting the 

absence of frequency chirp within each pulse.

Finally, we measure more complex pulses that are created by reflection from a 

silicon wafer. The interferometric setup is slightly modified to measure the pulses 

reflected by the sample in the reference arm as shown in Fig. 6.6. The reference arm 

is divided into two by a beam splitter (BS), one is the reflection from a mirror (M3), 

the other from the sample. When calibrating the field transmission matrix of the 

multimode fiber, a beam blocker is placed in front of the sample, and the reflection 

from the mirror M3 serves as the reference for off-axis holography. To measure the 

reflection from the sample, the beam blocker is placed in front of the mirror M3. We 

use the tunable CW laser to measure the reflection spectrum of the silicon wafers, as 

plotted by red solid lines in Fig. 6.5(b)-(c). By matching them to the transfer matrix 

simulation results (black dashed line), the two wafers are 535 pm and 212 pm thick, 

and the angles of incidence are 3° and 2°, respectively.

The pulse reflected from the 535 pm wafer is recovered in Fig. 6.7(c). The re

covered spectral intensity features interference fringes of higher contrast, and the 

spectral phase exhibits larger jumps than those in Fig. 6.7(a). The Fourier transform 

of the recovered spectral field reveals three pulses in the time domain, as plotted in 

Figure 6.7(e). The first pulse results from the direct reflection of the incident pulse 

by the front surface of the wafer, and the second pulse from direct reflection by the 

back surface. The intensity ratio of the second pulse to the first pulse in reflection 

is higher than that in transmission, leading to more pronounced interference fringes 

in the spectral domain. Nevertheless, the frequency spacing of the fringes, which is 

determined by the time delay between the two pulses, remains the same. Even the 

third pulse, generated by three reflections in the wafer, is still visible and recovered 

in our measurement. The recovered spectral and temporal intensities are in good
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Figure 6.6: Experimental setup for measuring the reflected pulses from the sample. 
The reference arm of the March-Zehnder interferometer is slightly modified from the 
one shown in Fig. 2(a) in the main text. The reference arm is divided into two by a 
beam splitter (BS). The beam blocker blocks the reflection from the sample during 
the calibration of the fiber transmission matrix, and it blocks the reflection from the 
mirror M3 in the measurement of reflection from the sample. The positions of the 
mirror M3 and the sample are adjusted to match the optical path-length to that of 
the fiber arm.

agreement with the simulation results. The temporal phase within each of the three 

pulses increases linearly in time with the same slope, indicating each pulse has the 

same frequency and no chirp.

To reduce the pulse spacing, we switch to the 212 ^m wafer. The reconstructed 

pulses in reflection are shown in Fig. 6.7(f). The delay time between adjacent pulses 

is reduced to 5 ps, corresponding to one round-trip in the silicon wafer. However, 

the relative intensities of the three pulses are not changed, as they are determined 

by the reflectivity of the silicon-air interface. The shorter delay time corresponds to 

the larger spacing of spectral fringes, leading to a smaller number of fringes within 

the same frequency range in Fig. 6.7(e). The recovered pulses have a slight overlap
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Figure 6.7: Full-field measurement of multiple puises. First row: spectral intensity 
(left axis) and spectral phase (right axis). Second row: temporal intensity (left axis) 
and temporal phase (right axis). (a,b) Transmission of the reference pulse through 
a silicon wafer of thickness 535 /am with an incident angle of 1°. (b,e) Reflection of 
the reference pulse from the 535 /mi-thick silicon wafer at the incident angle of 30. 
(c,f) Reflection of the reference pulse from a 212 /zm-thick silicon wafer at an incident 
angle of 2°.

in time, again in good agreement with the simulation result.

6.5 Discussion and summary

In summary, we demonstrate a novel MMF-based scheme for the single-shot full

field measurement of complex pulses. We obtain a temporal resolution of 230 fs, a 

temporal range of ~35 ps and a TBP (see the definition in Sec. 6.2) of 152. The 

temporal resolution can be further enhanced by increasing the spectral bandwidth 

of the reference pulse. The temporal range of the single-shot measurement, which is 

governed by the spectral correlation width of the MMF, may be tuned independently 

of the temporal resolution. Using a 100 meter long MMF will increase the temporal 
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range to nanosecond [21]. The TBP is limited by the number of guided modes in the 

MMF, which may well exceed 1000 for large fiber core and high numerical aperture. 

Using a bundle of MMFs will further increase the TBP [28].

Taking full advantage of the complex spatio-temporal speckles created by the 

reference pulse through an MMF, our scheme eliminates the mechanical scanning 

of the time delay between the signal and the reference. Furthermore, our method 

overcomes the limitation of spectral resolution in the spectral interferometry [29-33]. 

Comparing to other single-shot methods based on nonlinear processes such as time 

lens [34-38], our scheme is based on linear interferometry, which possesses a much 

higher sensitivity. With the knowledge of the reference pulse, as required by all linear 

interferometric methods [39], it can measure non-reproducible and non-periodic, ultra- 

weak signals. Even without knowledge of the reference pulse, the relative phase and 

amplitude change imposed by the sample can still be recovered. The simplicity and 

high sensitivity of our method illustrate the potential of MMFs as versatile and multi

functional sensors.
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Chapter 7

Deep learning pulse shapes with a 

multimode fiber

7.1 Introduction

In chapter 6, we have shown that with a reference pulse, an MMF can measure the 

spectral phase of an ultrafast optical pulse. It is required that the reference pulse 

is mutually coherent with the unknown signal to measure, limiting the stand-alone 

characterization of ultrafast pulses. Here, in this chapter, we demonstrate a self

referenced method of characterizing ultrafast pulse with an MMF 1. Our method can 

measure the spectral phase of an optical pulse without a reference pulse. Moreover, 

this technique allows for single-shot pulse measurement in a simple experimental 

setup. In addition to demonstrating a novel pulse characterization scheme, the work 

in this chapter further illustrates the potential of complex photonic structures such 

as multimode fibers as a versatile optical sensing platform.

1. This chapter is primarily based on the work published in ref. [1]. W. Xiong performed the 
experiment and developed the algorithm with help from B. Redding, S. Gertler, Y. Bromberg and 
H. Tagare. H. Cao supervised the project.

A wide variety of techniques have been proposed to characterize ultrafast pulses.
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Autocorrelation was first used to estimate the pulse width [2], but it introduced 

significant ambiguities because an auto-correlation (AC) trace is always symmetric in 

time. Other methods such as FROG [3], SPIDER [1], MIIPS [5] and PICASSO [6] 

rely on a nonlinear optical process to introduce interference between different spectral 

components of a pulse. These methods introduce trade-offs between the experimental 

complexity of the measurement, the complexity of the phase recovery algorithms, the 

required optical power level and the ability to characterize pulses in a single-shot.

Our approach relies on the wavelength-dependent speckle patterns formed at the 

end of an MMF due to multimodal interference. After calibrating the speckle field at 

the end of the fiber as a function of wavelength, we use the speckle pattern formed 

by an unknown optical pulse as a fingerprint to identify both the spectral ampli

tude and phase of the unknown pulse. Recovering the spectral amplitude has been 

demonstrated in multimode-fiber-based spectrometers [7, x] (also see chapter 1). In 

chapter 6, we have shown that the spectral phase can be retrieved from the interfer

ence pattern of the unknown pulse with the spatiotemporal speckle generated by the 

propagation of the reference pulse through the MMF. Recovering the spectral phase 

without any reference is more challenging since any linear, time-stationary device 

is phase insensitive [*)]. This is easy to understand because measuring the relative 

phase of different spectral components of an optical pulse requires those components 

to interfere. Distinct wavelengths do not interfere on a linear detector, and thus the 

spectral phase information is lost. Here we deployed a silicon camera to perform non

linear measurement of an optical pulse at a wavelength of ~ 1550 nm. The photon 

energy at 1550 nm is below the bandgap of silicon, so the silicon camera only records a 

signal due to two-photon absorption, providing the required nonlinear measurement. 

Silicon cameras were used to record the sonogram generated by femtosecond laser 

pulses [ 10]. In the scheme proposed in this chapter, a silicon camera is used to record 

a nonlinear speckle pattern generated by two-photon absorption of the speckle field.
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Figure 7.1: Flowchart representing the scheme of characterizing ultrafast pulses with 
an MMF.

7.2 Scheme of measurement

The proposed scheme of characterizing ultrafast pulses is shown by the flowchart 

in Fig. 7.1. To use the speckle pattern as the fingerprint of pulses, we first need 

to calibrate the spectral to spatial mapping properties of the MMF. This requires 

measuring both the amplitude and the phase of the speckle pattern at the end of the 

fiber as a function of the input frequency. The measured amplitude and phase at 

multiple frequencies are stored in a held transmission matrix T(r, w). It relates the 

input spectral amplitude and phase to the complex speckle field at the output of the 

fiber

#out(r,w) = EmM • T(r,w).

Here Ein(cj) is the input spectral amplitude and phase and E’out(r, cj) is the speckle 

field formed at the end of the fiber. With the field transmission matrix, we are able 

to predict the output speckle field for any input pulses with their known amplitude 

and phase in the frequency domain.

Recovering the pulse shape from the two-photon speckle is a non-convex inverse 

problem. In this scheme, we employed a deep neural network to retrieve the pulse 

shape. More specifically, we train a convolutional neural network (CNN) to learn 
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the inverse mapping of the two-photon pattern and the spectral phase. Deep neural 

networks were demonstrated to outperform other phase retrieval algorithms in ultra

fast pulse characterizations [11], especially in the presence of noise. In the training 

procedure, we generate a set of pulses Ein(cu) and calculate the corresponding two- 

photon pattern ^-phM = f | f #in(w)T(r, The two-photon pattern is

the input to the neural network and the recovered pulse is compared to the known 

input pulse. The loss is backpropagated to the CNN to update the weights.

After the training, an experimentally measured two-phot on pattern generated by 

a femtosecond laser on a silicon camera is sent to the well-trained neural network and 

the pulse shape is predicted.

7.2.1 Fiber calibration

A schematic representation of our pulse characterization setup is shown in Fig. 7.2. 

We deploy a Mach-Zehnder interferometric setup to calibrate the field transmission 

matrix of a 1.5-meter-long MMF with 105 /mi diameter core and 0.22 NA (Thorlabs 

FG105LCA). The speckle pattern at the distal end of the fiber interferes with the 

plane wave in the reference arm at a slight angle, forming an off-axis hologram. We 

extract the amplitude and phase of the speckle pattern from the hologram recorded 

by the IR camera (Xenics Xeva 1.7-640). The input frequency of the tunable laser 

(Agilent 81940A) is swept from 1520 nm to 1580 nm at a step of 0.2 nm. After 

calibration, the reference arm is blocked by a shutter and an ultrafast pulsed laser is 

coupled to the same single-mode fiber, ensuring the same input spatial profile. The 

speckle pattern formed at the end of the fiber was imaged simultaneously onto the IR 

camera and the silicon camera (Andor Newton DU940N-UV). The IR camera records 

the linear speckle pattern which is used to recover the spectral amplitude A(u) while 

the silicon camera records the nonlinear two-photon speckle pattern which is used to 

recover the spectral phase
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Figure 7.2: Schematics of the experimental setup. A tunable laser and a pulsed laser 
are coupled to a single-mode fiber switch (SMF switch). In the calibration, the fiber
switch couples light from the tunable laser to the setup. Light is collimated by a lens 
(LI) and polarized by a polarizer (P1). The beam splitter (BS1) splits light into a 
fiber arm and a reference arm. In the fiber arm. light is coupled into the multimode 
fiber (MMF) by a lens (L2). The output light from the fiber is imaged and polarized 
by another lens (L3) and a polarizer (P2). The path-length of the reference arm is 
adjusted by the two mirrors (M1, M2) to match that of the fiber arm. The reference 
beam and the output light from the MMF are recombined by a beam splitter (BS2). 
The IR camera record the hologram. In the measurement, the fiber-switch couple 
light from the pulsed laser. The reference beam is blocked by the optical shutter. A 
silicon camera detects the two-photon pattern.

7.2.2 Neural network and training data

We employ the architecture of Res-Net 18 [12] with the structure of the last layer 

adapted to our specific problem in Pytorch machine learning library [13]. The weights 

of the CNN are optimized using Adam [14]. The neural network is trained for 1000 

epochs with the initial learning rate set to r = 1 x 10W The learning rate is shrunk 

by a factor of 0.1 each time after 200, 400 and 800 epochs.

We generate a set of pulses with the amplitude A(w) recovered from the linear 

speckle pattern. To simplify the optimization problem, we represented the spectral 

phase in a sparse parameter basis. We present the spectral phase in a polynomial basis 

and considered the discontinuity in the spectral phase when the amplitude reaches a
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local minimum. The spectral phase is expressed as

1) + CL^UJ — CCq)2 T b^Cü — + C^hJ — CJg)4•
i

Here 0(cc, i) is the Heaviside function with the discontinuity at the zth local minimal 

of the spectral amplitude. The phase jump is due to the interference in time when 

there are multiple pulses. The coefficient Qi thus controls the magnitude of the phase 

jump, which is within the range from -tt to tt. The polynomial terms take into account 

of second, third and fourth-order chirps at the center frequency Wo, which is defined 

as the center of mass of the spectral intensity uj0 = Depending on the

optical pulse, one might need to present the spectral phase with higher-order terms. 

With the simplified spectral phase, the CNN now only needs to predict the few key 

parameters. We numerically generate 10,000 pairs of pulses and two-photon patterns, 

8000 of which are used as the training data set and the rest is used as the validation 

data set.

7.3 Numerical validation

To quantitatively evaluate the accuracy of our recovery algorithm, we performed two 

sequential measurements of the transmission matrix. With the first transmission 

matrix (TM1), we generate a set of pairs of pulses and two-photon patterns for 

training the CNN. Next, we calculate the two-phot on patterns of pulses that have 

never been seen by the CNN with the second transmission matrix (TM2). The pairs 

of two-photon patterns and pulses generated from TM2 are used as the test data 

to evaluate the trained CNN. By using two transmission matrices, we are able to 

account for the noise in the measurement and the effect of environmental changes on 

the stability of the MMF.

With an experimentally measured spectrum shown in Fig. 7.5(a), we simulate
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Figure 7.3: Numerical validation of the deep neural network with two transmission 
matrices, (a) Loss curve of the training process using TM1. (b) Temporal shape of 
a sample pulse. Red solid curve: the simulated pulse (ground truth). Black dotted 
curve: the pulse shape recovered with the two-photon pattern generated by TM1 and 
the CNN trained by TM1. Blue dashed curve: the pulse shape recovered with the 
two-photon pattern generated by TM2 and the CNN trained by TM1. (c) Loss curve 
of the training process using TM1 with phase noise, (d) Temporal shape of the pulse 
recovered with TM2 after the CNN training with noise.
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10,000 pairs of pulses and two-photon patterns. A phase jump at 1541.4 inn is as

sumed to be in the range from —x to tt. The coefficients of the second, third and 

fourth-order chirp terms are [-0.3, 0.3], [-0.05, 0.05] and [-0.005, 0.005] respectively. 

The loss curve of the training process with the data generated by TM1 is shown 

in Fig. 7.3(a). We observe similar training and validation losses, with the lowest 

validation loss being 0.01. A sample pulse in the validation data set is plotted in 

Fig. 7.3(b). Since the CNN is trained by TM1, the pulse recovered from the two- 

photon pattern generated by TM1 (black dotted curve) agrees well with the ground 

truth of the simulated pulse (red solid curve). The pulse recovered from the two- 

photon pattern generated by TM2 (blue dashed curve), however, deviates from the 

simulated pulse more significantly. The loss obtained with the test data is 0.25, 

much higher than the 0.01 validation loss. The increase of the loss mainly results 

from wavelength-dependent phase fluctuations in the interferometric measurement of 

transmission matrices. To account for the phase noise, we add a phase fluctuation 

to each column of the training matrix TM1. The noise is drawn from a Gaussian 

distribution with its mean at zero. We tune the variance of the noise distribution 

to reduce the test loss. With the optimized variance of 0.22, we obtain the training 

and validation losses shown in Fig. 7.3(c). The minimum training loss is 0.02 while 

the minimum validation loss is 0.126. The gap between the training loss and the 

validation loss is the effect of over fit ting because the phase noise is not a feature that 

can be learned by the CNN. The training with noise reduces the test loss from 0.25 to 

0.14. The test loss now is very close to the validation loss. The pulse shape recovered 

with TM2 after the training with noise now agrees better with the simulated pulse.

The numerical simulation confirms that the CNN can learn pulse shapes from 

two-phot on patterns formed at the end of the multimode fiber. By intentionally 

adding the wavelength-dependent phase noise in the transmission matrix used for the 

training, the CNN can account for the phase noise in the measurement.
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7.4 Experimental measurement

Experimentally, we characterize the propagation of a pulse from a femtosecond laser 

(NKT, Onefive Origami) through a one-meter-long single-mode fiber. Due to the dis

persion and nonlinearity in the single-mode fiber, the output pulse shape is broadened 

and distorted. Both the spectral amplitude and phase are changed after the propa

gation. By controlling the power coupled into the single-mode fiber, we can tune the 

strength of nonlinearity and thus adjust the distortion in the spectral amplitude and 

phase of the ultrafast pulses.

We first experimentally measured the pulse when the nonlinearity is very weak. 

The pulse spectra measured by the optical spectrum analyzer (OSA, YOKOGAWA 

AQ6370D) and reconstructed from the one-photon pattern recorded by the IR camera 

is shown in Fig. 7.4(a). The overlap of two curves validates the accuracy of the 

spectrum recovery. For this smooth spectrum, we assume second, third and fourth

order chirp terms and no phase jumps in the spectral phase. The ranges of chirp terms 

are the same as specified in section 7.3. The recovered spectral phase in Fig. 7.4 is 

flat at frequencies with significant intensities, indicating a nearly transform-limited 

pulse. From the spectral intensity and phase, we reconstruct the temporal profile 

of the pulse, as shown by the blue dotted line in Fig. 7.4(b). There are no obvious 

distortions or side lobes in the temporal profile, as expected for a transform-limited 

pulse. To quantitatively estimate the accuracy of the reconstructed temporal profile, 

we further calculate the AC trace of the pulse. Though there are ambiguities when 

recovering a pulse shape from its AC trace, the AC trace is still a useful metric to 

evaluate the accuracy of the pulse shape recovered from other methods. The AC trace 

of the recovered pulse agrees well with the AC trace measured by an auto-correlator 

(Femtochrome FR-103XL). Since we are using the two-photon pattern to recover the 

pulse shape, the recovered pulse should generate a similar two-photon pattern with 

the experimentally measured one. The experimentally measured two-photon pattern

160



en

Œ5

% 0.005

0 015 35

5

% 06

0.8

0 2

(b)

Measured AC

Recover AC

1.5 2

Recovered 
spectrum

cu
CL

Measured 
spectrum

Recovered 
phase Recovered 

pulse

-2 -1.5 -1 -0.5 0 0.5 
Time (ps)

CD
c 0.4

c 0.01
(L>

30 
in

25 R

20 9L

15
%

10 —

Q|--- , ....................   -<---- , ---- -  0
1520 1530 1540 1550 1560 1570

Wavelength (nm)

(c) Measured two-photon pattern

O

(d) Recovered two-photon pattern

Figure 7.4: Recovery of a nearly transform-limited pulse, (a) Recovered spectral 
intensity (red dashed line) and phase (blue dotted line) of the nearly transform
limited pulse as compared to the spectral intensity measured by the OSA (black solid 
line). (b) Recovered pulse shape (blue dotted line) and auto-correlation (AC) trace 
(red dashed line) of the pulse. The experimentally measured AC trace is plotted as 
the black solid curve, (c) Experimentally measured two-phot on pattern, (d) Two- 
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Figure 7.5: Recovery of a distorted pulse after nonlinear propagation, (a) Recovered 
spectral intensity (red dashed line) and phase (blue dotted line) of the distorted pulse 
as compared to the spectral intensity measured by the OSA. (b) Recovered pulse shape 
(red solid line) and its time-reversed pulse (black dashed line). (c) Experimentally 
measured AC trace and the AC trace reconstructed with the pulse in (b). (d) Two- 
photon pattern reconstructed with the transmission matrix and the recovered spectral 
amplitude and phase, (e) Experimentally measured two-photon pattern, (f) Two- 
photon pattern reconstructed with the time-reversed pulse.

of this transform-limited pulse is shown in Fig. 7.4(c). With the transmission matrix 

and the recovered spectral amplitude and phase, we calculate the two-photon pattern 

[Fig. 7.4(d)] of this pulse. The agreement of both the AC traces and the two-photon 

patterns validates the recovered pulse shape.

By coupling more power into the single-mode fiber, we enhance the nonlinearity 

to introduce distortions. The spectrum of the distorted pulse measured by the OSA 

and recovered with the one-photon speckle are plotted in Fig. 7.5(a). Due to the 

nonlinearity, the spectrum presents a local minimal at A 1541.4 nm. We assume a 

spectral phase with a phase jump at this wavelength and chirp terms up to the fourth

order. There is one more local minimum at 1530.6 nm, but the modulation is too 

shallow to affect the temporal pulse shape. Thus we ignore this local minimum. The 

ranges of the parameters are specified in section 7.3. We recovered the spectral phase 
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shown by the blue dotted line in Fig. 7.5(a). The phase presents a significant jump. 

With the recovered spectral amplitude and phase, we obtained the pulse shape shown 

by the red solid curve in Fig. 7.5(b). The pulse is distorted with a side lobe. The AC 

trace calculated with the recovered pulse shape is shown in Fig. 7.5(c). Comparing 

to the AC trace measured experimentally, we achieve a high agreement. The time- 

reversed counterpart of the reconstructed pulse [black dashed line in Fig. 7.5(b)] 

can generate the same AC trace, which is the well-known time-reversal ambiguity in 

autocorrelation. This ambiguity is also known in some existing pulse characterization 

techniques [ 15]. The two-phot on speckle pattern is sensitive to the direction of the 

pulse in time and the ambiguity is removed in our method. Figure 7.5(d) - (e) show 

the two-photon pattern calculated with the recovered pulse and the experimentally 

measured one. The difference between the two patterns is 9.8%. For the time-reversed 

pulse, the error increases to 13.3%. The red circles on the patterns highlight several 

speckle grains. The speckle pattern of the recovered pulse and the experimentally 

measured one are more similar. Though the difference is small, it is enough for the 

algorithm to distinguish the pulse from its time-reversed counterpart.

7.5 Discussion and conclusion

Our scheme relies on the complexity of the speckle pattern formed at the end of a 

multimode fiber to provide a unique fingerprint of an optical pulse. It is possible 

since each speckle grain at the end of the fiber is formed by a different sampling 

of the pulse. In the spectral domain, each speckle consists of a random summation 

of the different spectral components of the pulse, each with varying amplitude and 

phase. In the time domain, each speckle grain is a measurement of the pulse after 

it passes through a different dispersive medium. The silicon camera detects many 

speckle grains in parallel, so we are able to differentiate pulses which may introduce 
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ambiguities in other pulse characterization methods.

Using this approach, we experimentally reconstructed ultrafast pulses propagating 

through a single-mode fiber with nonlinearity. The recovered pulse shape is verified 

with the auto-correlation traces and the two-photon patterns. Similar to their ap

plications in computer vision, the convolutional neural network performs a complex 

mapping between the pattern and the spectral phase parameters. The phase noise 

accumulated in the transmission matrix measurement can be reduced by assuming a 

similar amount of noise in the training data. Numerical simulations with two sequen

tially measured transmission matrices validate the effectiveness of the deep neural 

network for recovering the spectral phase. As with the problem of computer vision or 

other artificial intelligence, a deep neural network is usually data-hungry. It demands 

a lot of data to obtain good performance. The advantage of our method is that with 

the transmission matrix, we can easily generate a huge amount of numerical data 

for the training. Comparing to training a neural network with experimental data, 

numerical data is more efficient in terms of both time and cost.
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Chapter 8

Conclusion and future prospect

A multimode fiber is a complex photonic system that couples degrees of freedom of 

light in space, time, frequency and polarization. The abundant degrees of freedom 

in space enable effective control and measurement of the degrees of freedom in other 

domains, making a multimode fiber a versatile and multi-functional platform for 

studying wave physics and for inventing novel optical techniques.

In the first part of this thesis (chapter 2-5), we utilized the spatial degrees of 

freedom at the input of a multimode fiber to control the degrees of freedom in time 

and polarization at the output. We accessed the spatial degrees of freedom via the 

wavefront shaping technique. To perform the control, we first needed a complete 

calibration of the multimode fiber. Using a spatial light modulator, we calibrated the 

response of the fiber to different wavefronts. Comparing to other complex photonic 

structures such as disordered scattering media, multimode fibers had the advantage 

of a controllable number of modes, which made the complete calibration possible. 

With the full transmission matrix, the linear propagation of light in the fiber is fully 

captured. For specific control, additional information about the transmission matrix 

was needed. For example, to understand the temporal dynamics of a pulse propa

gating through the fiber, transmission matrices at different frequencies were required.
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To control the polarization state, a polarization-resolved transmission matrix was 

needed.

In chapter 2 to 4, we studied the dynamics of pulses transmitted through multi

mode fibers. We demonstrated three methods of global spatiotemporal control. By 

controlling the input wavefront, we were able to control the output temporal profile 

in all spatial channels. The three methods all relied on measuring the wavelength- 

resolved transmission matrix of a multimode fiber. In chapter 2, we experimentally 

probed individual eigenstates of the Wigner-Smith time-delay matrix, i.e., principal 

modes, of a multimode fiber in both the weak and strong mode coupling regime. We 

revealed the unique property of principal modes that the spatial and temporal pro

files were decoupled, which enabled the global spatiotemporal control. We found that 

principal modes were formed by multi-path interference. By manipulating the input 

wavefront to destructively interfere the paths with very different path-lengths, prin

cipal modes overcame modal dispersions in the fiber even in the presence of strong 

mode coupling. This property is desired in applications such as optical communi

cation. However, this property of principal modes can only be retained within a 

narrow frequency range, limiting its effectiveness for short pulses. The bandwidth 

limit resulted from the definition of principal modes, in which only the first-order 

approximation was taken into account.

In chapter 3, we proposed super-principal modes, which exhibited broader band

widths than principal modes. Super-principal modes were achieved by directly opti

mizing a nonlinear cost function with the initial guess to be principal modes. The 

optimization algorithm allowed us to determine a whole set of super-principal modes, 

which were mutually orthogonal to each other. Reversing the concept, we also found 

anti-principal modes, the modes that exhibited much narrower bandwidths and ex

perienced the strongest modal dispersion in the fiber. By decomposing super- and 

anti- principal modes into principal mode basis, we found that super-principal modes 
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tended to combine several principal modes with nearby delay times in a super-position 

with optimized phases. Anti-principal modes, on the contrary, tended to combine 

principal modes with the most different delay times available in the fiber.

Both principal modes and super-principal modes revealed the possibility of deliv

ering an undistorted pulse through a multimode fiber with wavefront shaping. Super

principal modes improved the bandwidth by a factor of two, making the technique 

more practical for short pulses. However, it was unknown what was the most effective 

way to deliver an arbitrarily short pulse at any target arrival time. We addressed this 

fundamental question in chapter 4. We resolved this problem by studying the maxi

mum eigenmodes of a time-resolved transmission matrix of the multimode fiber. This 

method was effective for any input pulse with an arbitrarily broad spectrum. The 

maximal power delivery was guaranteed at any target arrival time. The eigenmodes 

outperformed principal modes and super-principal modes in the broad bandwidth 

regime, and converged to principal modes in the narrow bandwidth regime. More 

interestingly, we found that long-range correlations played an important role in the 

pulse delivery process. The correlation not only determined the achievable enhance

ment via wavefront shaping, but also captured the temporal shape of the optimized 

pulses. Short- and long-range correlations had been studied extensively in scattering 

media, but there were few observations in other complex photonic systems before our 

work in chapter 4. The above three chapters provided a systematical discussion on 

spatiotemporal control, revealed the effectiveness and limitations of different methods 

and provided physics understandings of these methods.

In chapter 5, we studied complete polarization control with the spatial degrees 

of freedom. Strong coupling between spatial and polarization degrees of freedom 

in an MMF enabled control of output polarization states in all spatial channels by 

manipulating only the spatial input wave front. A general procedure of finding the 

spatial wavefront to create an arbitrary polarization state involved measurement of 
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the polarization-resolved transmission matrix and a selective excitation of the trans

mission eigenchannels corresponding to the extremal eigenvalues. With random mix

ing among all modes of different polarizations in the fiber, the probability of having 

extremal eigenvalues was enhanced by eigenvalue repulsion, analogous to a chaotic 

cavity. We applied the existing theory of chaotic cavities to multimode fibers, un

covering the connection between the two fields of wave chaos and fiber optics. The 

global control of polarization states for MMFs could be not only useful for overcoming 

the depolarization in an MMF, but also valuable for employing polarization-sensitive 

imaging techniques of fiber endoscopy and nonlinear microscopy.

The second part of this thesis (chapter G to 7) is complementary to the first part. 

In this part, we demonstrated that the spatial degrees of freedom at the output of a 

multimode fiber were useful for characterizing ultrafast pulses. Chapter G provided 

a referenced method when a reference pulse was available while chapter 7 solved the 

problem with a self-referenced scheme. Both schemes utilized the complex spatiotem

poral speckle generated at the output of a multimode fiber and achieved single-shot 

measurement. The scheme in chapter G was based on linear interferometry and thus 

possessed a high sensitivity. On the contrary, the scheme in chapter 7 required non

linear measurement and high power level. The advantage of the scheme in chapter 

7 was that it required no reference and was able to measure stand-alone ultrafast 

pulses.

The mathematical inverse problems in chapter G and 7 were at different complexity 

levels. For the linear interferometric measurement, we only needed to solve a linear 

inverse problem. However, for the self-referenced method, we needed to solve a highly 

nonlinear and non-convex optimization problem. We took full advantage of the fast

developing computational algorithms. The compressive sensing algorithm employed 

in chapter G was a time-efficient algorithm for solving linear inverse problems. With 

prior information on the spectrum of the pulse, we were able to measure more chan
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nels in time than the spatial degrees of freedom in the fiber. In chapter 7, we utilized 

convolutional neural networks, the well-developed tool in artificial intelligence, to 

perform the optimization. The neural network mapped the two-photon speckle pat

tern to the temporal pulse shape. As the problem in computer vision, a deep neural 

network is data-hungry. But with a calibrated transmission matrix, we were able to 

generate a large amount of numerical data for the training. Our work illustrated the 

possibility of solve complex photonic problems with artificial intelligence.

In summary, this thesis investigated spatial degrees of freedom in multimode fibers. 

Physics, concepts and methods provided in this thesis may also be used in other 

complex photonic systems. For example, principal modes also exist in disordered 

scattering media. It would be interesting to study the bandwidth of principal modes 

in the scattering media. Because the path-length distribution is different, we expect 

different results. Long-range correlation in scattering media has been studied for 

many years. The dynamics of the correlation, i.e., how the long-range correlation 

changes with time when a pulse is transmitted through the system, is still unknown. 

It is also an interesting topic and requires further investigation. Though we only 

studied passive multimode fibers, these ideas in active fibers can be more complex 

but intriguing. We hope this thesis can provide some guidance and intuition for future 

studies in the research field of complex photonics.
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