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Complex lasers possess numerous spatial degrees of freedom and display diverse and

rich behaviors. They open the possibility of laser-on-demand, i.e., providing the desired

lasing performance. One example is the broad-area semiconductor laser with many trans-

verse lasing modes, whose nonlinear interactions with gain material may induce lasing

instabilities. In this dissertation, we control the spatiotemporal dynamics of multimode

quantum-well semiconductor lasers by tailoring the geometry of the laser cavity. Further-

more, we demonstrate novel applications of the multimode lasers in speckle-free imaging

and parallel random number generation.

First, we investigate the impact of asymmetric cavity geometries—from integrable to

chaotic—on the spatiotemporal instabilities in broad-area edge-emitting semiconductor

lasers. We aim to understand how the spatial structure of the lasing modes affects the non-

linear light-matter interactions and the mode competition for gain. This, in turn, allows

understanding the role of classical ray dynamics, which dictates the wavefunction of the

passive cavity resonances. We experimentally show that the cavity shape profoundly af-

fects the laser fluctuation power and the spatiotemporal scales of the instabilities. It will

eventually enable us to engineer the lasing dynamics by designing the cavity shape based

on ray dynamical principles. Moreover, our method of manipulating nonlinear dynamics

will have an impact on controlling not only semiconductor lasers but also other complex

systems with spatiotemporal instabilities.

Secondly, we design, fabricate, and characterize novel semiconductor lasers as illumi-

nation sources for high-speed speckle-free imaging. To obtain directional emission, we fo-
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cus on the stable cavity configuration. By optimizing the cavity shape, we experimentally

demonstrate hundreds of transverse lasing modes in a single microcavity, with a decoher-

ence time as short as a few nanoseconds. Furthermore, we show that a small perturbation

from the planar cavity—a bifurcation point of classical ray dynamics—can dramatically

modify the lasing behavior. Even with slightly curved end facets, our near-planar cavity

laser features significantly reduced lasing instabilities. The unique combination of high

power, low spatial coherence, short decoherence time, and directional emission will make

our laser an excellent light source for speckle-free full-field imaging and parallel display.

Next, we invent a new physical random number generator based on our many-mode

semiconductor laser. By tailoring the cavity geometry, we eliminate the long-range cor-

relations in the emission intensity and process the complex interference pattern of numer-

ous lasing modes in space and time for parallel random bit generation. We demonstrate

the ultrafast generation of hundreds of independent random bit streams in parallel from

a single chip-scale laser. We accelerate the total bit generation rate to 250 Terabits per

second, which exceeds the state-of-the-art physical random bit generators with offline

post-processing by two orders of magnitude. Our scalable, robust, and energy-efficient

approach will pave the way for secure communications and high-performance computing.

Finally, we investigate the many-mode vertical-cavity surface-emitting lasers (VC-

SEL). A numerical method is developed to calculate the resonances in three-dimensional

large-area VCSELs with intrinsic material birefringence with asymmetric cavity geometry.

By tailoring the cavity cross-section shape, we enhance the number of transverse lasing

modes by narrowing the distribution of quality factors or reducing the mode competition

for gain. In addition to the complex spatiotemporal dynamics, the many-mode VCSELs

feature ultrafast polarization dynamics, which can be controlled via cavity geometry.
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3.8 Measurement of laser emission at the far-field (a) Optical setup to mea-

sure the far-field emission patterns. The laser emission is directly mea-

sured with a CCD camera on a rotating mount on a rail. (b) Far-field in-

tensity patterns of laser emission from three cavities with g = −0.74,−1,

and 0. The V-shaped orbit, which contributes to the sharp peaks in the

far-field pattern of the confocal cavity, is drawn in the inset. . . . . . . . 71

3.9 Speckle patterns from a line diffuser. (a) Laser emission from a near-

concentric cavity (g = −0.74, L = 400 µm) passes through a line diffuser,

and the far-field speckle pattern has an intensity contrast C = 0.035. The

effective number of distinct transverse lasing modes is M = 1/C2 =

820. (b) A spatially coherent Nd:YAG laser beam (λ = 532 nm) passing

through the same diffuser creates a speckle pattern with contrast C = 0.76. 72

3.10 Measured number of spatial lasing modes. The number of transverse

lasing modes in near-concentric (g = −0.74), concentric (g = −1), and

confocal (g = 0) cavities with different length L. The error bars indicate

the variation between different cavities of the same g and L. . . . . . . . 73

xv



3.11 Decoherence time for a near-concentric cavity laser. (a) Schematic of

the setup that measures speckle patterns with a CCD or streak camera. (b)

The spatio-temporal profile of the far-field speckle pattern from a laser

with g = −0.74 and L = 400 µm. (c) Magnification of the speckle pat-

tern revealing fast temporal evolution of the speckle grains. (d) Time-

integrated speckle patterns for integration times 0.2 ns and 20 ns, exhibit-

ing an intensity contrast of C = 0.21 and 0.098, respectively. (e) Depen-

dence of speckle contrast on the integration time tint, featuring two kinks

at the integration times of a few nanoseconds (solid arrow) and several

tens of nanoseconds (dotted arrow). . . . . . . . . . . . . . . . . . . . . 75

3.12 Time-resolved spectra of laser emission. (a) Measured spectrochrono-

gram I(t, λ) of laser emission from a near-concentric cavity (g = −0.74, L =

400 µm) at the pump current of two times the lasing threshold. The tem-

poral resolution is 50 ns. The spectra at 0.8 µs and 1.2 µs are plotted on

the right as dashed and solid lines, respectively. (b) Spectrochronogram

during a 400 ns long interval measured with 10 ns resolution, showing

that lasing peaks appear and disappear in time. (c) The autocorrelation

function C(τ) of the time-resolved spectra in b. The half width at half

maximum (HWHM) of C(τ) is about 40 ns. . . . . . . . . . . . . . . . 77

4.1 Ray dynamics in an optical cavity with two mirrors. Stability of ray

dynamics in (a) a stable cavity (g = 0.74), (b) a Fabry-Perot cavity (g =

1), and (c) an unstable cavity (g = 1.26). The axial orbit is indicated in

red, and a trajectory launched with an angular deviation of 3◦ is indicated

in blue. The cavities have an aspect ratio ofW/L = 1/
√

2, and the mirrors

of the cavities in (a) and (c) have a radius of curvature or R/L ' 3.85. . . 83
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4.2 Optical modes in a near-planar laser cavity. (a) Schematic of a near-

planar broad-area semiconductor laser with cavity length L and width W .

(b) A passive mode of a planar cavity (g = 1) without mirror curvature,

exhibiting a spatial profile extended over the entire facet. (c) A passive

mode of the same transverse order in a near-planar cavity (g = 0.74),

showing enhanced lateral confinement. (d) The profile of the highest-order

transverse mode confined in the near-planar cavity (g = 0.74), featuring

greatly decreased transverse wavelength. (e) The number of transverse

modes in near-planar cavities. black dashed: passive resonances with a

quality factor higher than 0.8Qmax. red solid: lasing modes at two times

the lasing threshold in the presence of gain competition. (f) Reduction

of the transverse characteristic length scale of the passive modes (on a

logarithmic scale). Each curve stops at the highest-order transverse lasing

mode calculated in (e). The modes in (b)-(d) are indicated with arrows. . . 85
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4.3 Ray-wave correspondence in a near-planar cavity. Comparison of trans-

verse modes of order m = 7 in L = 20 µm long cavities with (a, b)

g = 0.94, (c, d) g = 0.8, and (e, f) g = 0.5. (a, c, e) Field intensity profiles

in real space with (a) λ = 798.4 nm and Q = 420.8, (c) λ = 799.8 nm

and Q = 410.8, and (e) λ = 800.0 nm and Q = 399.8. Exemplary parts

of the corresponding trajectories are superimposed as red lines. (b, d, f)

Husimi distributions of the modes shown in panels (a, c, e), respectively.

The corresponding trajectories in Birkhoff coordinates are superimposed

as red points. The vertical white dashed lines indicate the endpoints of the

right mirror and the horizontal gray lines indicate the critical angle. (g)

Definition of the Birkhoff coordinates: the position s on the right mirror

and the angle of incidence χ. The blue dashed line indicates the optical

axis (s = 0). (h) Reflectivity for p-polarized light at a semiconductor-to-

air interface with refractive index contrast 3.37. The vertical dashed lines

marks the Brewster angle at 16.5◦. . . . . . . . . . . . . . . . . . . . . . 88

4.4 Testing of near-planar cavity lasers. (a) Optical microscope images of

cavities (top-view) with g = 1 and g = 0.88, showing a tiny difference

in the mirror curvature. (b) The LI curve of a near-planar (g = 0.88)

cavity laser shows a clear threshold at the pump current of 500 mA. Inset:

the LI curve in logarithmic scale featuring the S-shape that is typical for

lasers. (c) Optical spectra of lasing emission of the cavity in (b) at pump

currents just above, 1.5 times, and 2 times the lasing threshold. Increasing

the injection current above the threshold broadens the lasing spectrum. . . 91
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4.5 Number of transverse lasing modes in near-planar cavities. (a) Mea-

sured intensity fluctuations of far-field speckles created by a line diffuser

illuminated with laser emission from planar (red dashed) and near-planar

(green solid) cavities. The speckle contrast C is reduced from 0.1 at g = 1

to 0.04 at g = 0.88. (b) Number of transverse lasing modes Ml, estimated

from C, at two times of the lasing threshold. All laser cavities have length

L = 400 µm (20 times longer than the simulated cavities in Fig. 4.2). Ml

increases sharply as g decreases from 1. The error bars denote variations

among multiple fabricated devices of the same geometry g. . . . . . . . . 92

4.6 Modal behavior of near-planar cavity lasers. The number of transverse

lasing modes Ml in the planar (g = 1) and near-planar (g = 0.74, 0.88)

cavities increases with the pump level. For each cavity, the pump current

is normalized by the lasing threshold. . . . . . . . . . . . . . . . . . . . 93

4.7 Emission directionality of near-planar cavity lasers. (a-c) Measured

far-field emission patterns I(θ) from cavities of (a) g = 1, (b) 0.88, and (c)

0.74. The shaded area represents the measured intensity profile, and the

solid line denotes the smoothed profile with the maximal value normalized

to 1. The angular full-width at half maximum ∆θ is indicated by arrows.

(d) Divergence angles ∆θ as function of g. All cavities have the same

dimensions as those in Fig. 4.5. The error bars denote variations among

different cavities with the same g. . . . . . . . . . . . . . . . . . . . . . 95
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4.8 Spatially nonuniform pumping. (a) At the pumping level of 0.4 times of

the lasing threshold, the spontaneous emission dominates. Its nonuniform

intensity distribution at the cavity facet reflects the nonuniform current

density profile. Each curve is averaged over 5 cavities of the same geom-

etry g. The field of view covers 90% of the entire facet. (b) Simulated

spatial profile of pump strength, which varies only in the transverse direc-

tion (x). The cross-section of the pump is shown as white line. The cavity

length L is 40 µm and the width W is L/
√

2 = 28.3 µm. (c) The number

of transverse lasing modes, calculated by SPA-SALT, for spatially uniform

pumping (square) and nonuniform pumping (circle). The red arrows mark

the drop in the number of transverse lasing modes due to spatially nonuni-

form pumping. (d, e) Narrowing of the far-field intensity profiles caused

by spatially nonuniform pumping in near-planar cavities of (d) g = 0.88

and (e) g = 0.74. The shaded area indicates the experimentally measured

far-field pattern in Fig. 4.7, and the solid line represents the smoothed pro-

file. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
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4.9 Separating spatio-temporal intensity fluctuations of different origin

by singular value decomposition (SVD). (a) Streak image of emission

intensity I(x, t) on one facet of a Fabry-Perot cavity (g = 1). The pump

current is two times the lasing threshold. (b) Singular values obtained by

SVD of intensity fluctuations δI(x, t) = I(x, t) − 〈I(x, t)〉t. (c) Correla-

tion lengths and (d) correlation times of singular vectors. The horizontal

dashed lines denote the size of a single pixel in space and time of the streak

image. The singular vectors are categorized into three groups I, II, and III,

which are marked by red, yellow and purple, respectively. (e) δI(x, t) is

the sum of intensity fluctuations caused by (I) filaments, (II) mode beat-

ing, and (III) detection noise. (f) The spatio-temporal correlation function

of δI(x, t) features both short- and long-range correlations. (g-i) Spatio-

temporal correlation functions of intensity fluctuation for (g) group I (h)

II, and (i) III, exhibiting distinct correlation scales in space and time. In-

sets: close-up around the origin. The numbers in (h) are the spatial and

temporal correlation widths. . . . . . . . . . . . . . . . . . . . . . . . . 100

4.10 Spatial and temporal correlation scales of singular vectors. Scatter plot

of correlation length versus correlation time for all singular vectors in 161

time windows for the three cavity geometries (a) g = 1, (b) g = 0.88, and

(c) g = 0.74. The color of each data point reflects the magnitude of the

singular value. The gray solid lines represent the average of all correlation

times with the same correlation length. A linear fit (brown dotted lines)

defines the correlation time (vertical dashed purple line) at which the slope

of the gray line changes suddenly. It separates group I, singular vectors due

to filaments, from groups II and III. . . . . . . . . . . . . . . . . . . . . 104
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4.11 Spatio-temporal dynamics of near-planar cavity lasers. (a-c) Scatter

plots of correlation lengths and times for all singular vectors of intensity

fluctuations in laser cavities with (a) g = 1, (b) 0.88, and (c) 0.74. The

black line denotes the average correlation time at a fixed correlation length,

and its slope changes suddenly at the correlation time of 0.07 ns. The three

groups of singular vectors with different origin are marked by (I) red, (II)

yellow and (III) purple, respectively. (d) The amplitude of spatio-temporal

intensity fluctuations caused by filaments (group I). The error bars denote

variations among 5 fabricated cavities of the same g. . . . . . . . . . . . 107

4.12 RF spectrum of near-planar cavity lasers. (a-c) Spatially resolved RF

spectra for (a) g = 1, (b) 0.88, and (c) 0.74, showing a clear reduction of

oscillatory power as g decreases. (d) Flatness of the spatially-averaged RF

spectrum for group I. The increase in flatness indicates the suppression of

RF peaks corresponding to intensity oscillations. . . . . . . . . . . . . . 108

4.13 Short-range correlations in near-planar cavity laser emission. (a) Spa-

tial correlation function CI(∆x, 0) and (b) temporal correlation function

CI(0,∆t) of intensity fluctuations caused by filaments in different cavity

geometries. The correlation functions are averaged over 5 different cav-

ities for each value of g, to account for device-to-device variations. The

FWHM of the correlation functions is indicated with arrows. The spatial

correlation width decreases by a factor of 2 for the near-planar cavities

(g = 0.88, 0.74), whereas the temporal correlation width remains nearly

identical to that for the planar cavity (g = 1). . . . . . . . . . . . . . . . 110
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4.14 Long-range correlations in near-planar cavity laser emission. (a-c)

Spatio-temporal correlation functions of the intensity fluctuations for group

I, CI(∆x,∆t), in laser cavities of (a) g = 1, (b) 0.88, and (c) 0.74. The

black solid lines areCI(∆x, 0) andCI(0,∆t). Their widths give the corre-

lation length and time. The ellipse (black dashed line) divides the regions

of local and nonlocal correlations, and its semi-axes are equal to correla-

tion length and time. (d) Long-range spatio-temporal correlations in (a-c),

given by the averaged magnitude of the correlation outside the ellipse. . . 111

5.1 Reducing spatio-temporal correlations of the lasing emission. (a) A

wide-stripe edge-emitting semiconductor laser with planar facets supports

only low-order transverse modes with the typical spatial profile shown (not

to scale). (b) Emission intensity I(x, t) at one facet of a 100-µm-wide,

1000-µm-long GaAs quantum-well laser, measured by a streak camera,

features filamentation and irregular pulsations. (c) The spatio-temporal

correlation function C(∆x,∆t) of the emission intensity in (b) reveals

long-range spatio-temporal correlations. (d) Our specially-designed laser

cavity with curved facets confines high-order transverse modes. The spa-

tial intensity distribution of an exemplary high-order transverse mode is

plotted. (e) The measured spatio-temporal trace of the lasing emission

from our cavity of length 400 µm, width 282 µm and facet radius 230 µm

is free of micrometer-sized filaments and GHz oscillations as seen in (b).

(f) The spatio-temporal correlation function C(∆x,∆t) of the emission

intensity in (e) shows no long-range spatio-temporal correlations. . . . . 118
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5.2 Ultrafast beating of lasing modes. (a) The lasing emission at one facet

of our 600-µm-long cavity exhibits a spatio-temporal interference pattern.

The white solid curve is the temporal intensity fluctuation at position x

= 0 (white dashed line). (b) The correlation function C(∆x,∆t) of the

measured lasing emission intensity in (a) gives the spatial and temporal

correlation widths of 1.5 µm and 2.8 ps. . . . . . . . . . . . . . . . . . . 120

5.3 Cavity resonances and lasing modes. (a) CalculatedQ factors and wave-

lengths of the resonant modes (black open squares) in a cavity with length

L = 40 µm, width W = 28.2 µm, curvature radius of the end facets

R = 23 µm, and effective refractive index n = 3.37. The transverse mode

number m is written next to each mode. The longitudinal mode spacing

(free spectral range) ∆λq and the transverse mode spacing ∆λm are indi-

cated by arrows. The modes that lase for pumping at two times the las-

ing threshold are marked by red solid squares. (b) The cavity resonances

(black open squares) and lasing modes (red solid squares) shown in (a)

are arranged in terms of their longitudinal and transverse mode numbers.

Almost all transverse modes lase even in the presence of gain competition. 121

5.4 Modeling of single-channel dynamics. (a) Time-integrated spectrum of

measured lasing emission at two times above the lasing threshold (gray

solid line). The FWHM is 1.3 nm. The spectrum S(λ) is fitted by a Gaus-

sian function (red dashed line). (b) Simulated random phase drift in time

for two lasing modes. The inset shows the phase change ∆φt after a single

time step ∆t. (c) The simulated optical spectrum of a single lasing mode

is fitted by a Lorentzian function with a FWHM of 96 MHz, which is close

to the mode linewidth δν = 100 MHz. . . . . . . . . . . . . . . . . . . . 123
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5.5 Radio-frequency spectrum. The RF spectrum (the modulus of Fourier

transform) of the emission intensity at x = 0, at the middle of the cavity

facet, (red) is much higher than the background (gray) with the laser turned

off. The simulated spectrum (black) is broader, but becomes narrower

when the temporal resolution of our detector is taken into account (blue),

in agreement with the measured one (red). . . . . . . . . . . . . . . . . 125

5.6 Simulated RF spectrum. Fourier transform of the simulated emission

intensity with the number of transverse modes (a) M = 1, (b) M = 6, and

(c) M = 200. The number of longitudinal mode groups is fixed at 8. The

spectrum becomes more and more densely packed and flat with increasing

M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.7 Concatenating time traces. (a) Three continuous time traces of the emis-

sion intensity in a single spatial channel are generated by simulating the

many-mode interference in the laser. The shaded areas represent the tem-

poral range measured by the streak camera. (b) A time trace is formed by

concatenating the shaded parts of the three traces in (a). (c) The Cohen-

Procaccia entropy rate estimate of a single 1.5-µs-long trace as in (a) is

equal to that of the concatenated trace as in (b). The sampling period τ is

1.5 ps, and the embedding dimension d is 2. . . . . . . . . . . . . . . . . 128
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5.8 Random bit generation. (a) The PDF of the differential intensity, ∆In =

In+4 − In, which is digitized to 6 bits by binning the range [-1740, 1740]

counts (vertical red dashed lines) into 26 = 64 equally spaced intervals.

Three LSBs are taken from each sample. The gray scale of the bars rep-

resents their eight combinations. Left inset: A segment of intensity time

trace of a single spatial channel (red line), sampled at intervals τ = 1.46 ps

(red dots). The blue curve is the background count. Right inset: The PDF

of the differential background count with a standard deviation σ = 3.9

counts, much smaller than the bin size s = 54 for ∆In. (b) The prob-

ability for all eight combinations of three LSBs is almost equal. (c) A

bit stream with length N = 220 has a bit correlation (red squares) around

the lower limit 1/
√
N (black line). Inset: Close-up of short delay times.

(d) The mutual information between bit streams in two channels with vary-

ing separation (Intracavity) is equal to that between the streams from two

independent lasers (Intercavity). . . . . . . . . . . . . . . . . . . . . . . 129

5.9 Intensity PDF. (a) The PDF of the measured intensity In of emission in a

single spatial channel. The temporal resolution is 1.46 ps and the spatial

resolution is 1 µm. The black dashed line indicates an exponential decay.

(b) The PDF of the differential intensity ∆In = In+4 − In is symmetric

and well fitted by a Gaussian function (red dotted line). . . . . . . . . . . 130
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5.10 Temporal correlation of bits in a single channel. (a) The magnitude of

the temporal correlation function |C(∆t)| of the measured intensity trace

sampled with τ = 1.46 ps (black circles), after keeping only the 3 LSBs

(blue triangles), and after performing the XOR operation in addition (red

squares). The correlation functions are averaged over spatial channels.

The number of data points in time is 220. (b) The magnified view for short

time lags shows the quick decay of correlations for the three LSBs. The

small peak at 5.84 ps (= 4τ ) is attributed to the subtraction of the sampled

intensity ∆In = In+4 − In. . . . . . . . . . . . . . . . . . . . . . . . . 133

5.11 Mutual information between two spatial channels. (a) Mutual infor-

mation (MI) of experimental bit streams produced by (i) thresholding (red

squares), (ii) keeping 3 LSBs from Ndigit = 6 bit conversion (blue trian-

gles), (iii) calculating XOR of (ii) with a bit stream from a spatially distant

channel (black circles). The MI is averaged over all channels. The MI de-

creases with the channel separation. (b) The residual mutual information

of (iii) in (a) at channel separation ∆x ≥ 1 µm is inversely proportional to

the bit stream length N , indicating it results from the finite stream length.

The red circle indicates the length of the bit stream used in (a). . . . . . . 134

5.12 NIST SP800-22 statistical test results for a single channel. (a) Pass

proportions and (b) composite P-values of 15 kinds of statistical tests for

random bits generated experimentally in a single channel. Multiple (short,

vertical) blue bars represent the subtests for each kind of statistical test.

The red lines denote the pass criteria recommended by NIST. . . . . . . . 135
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5.13 Random bit evaluation. (a) The NIST SP800-22 test results include 15

kinds of statistical tests, yielding a total of 188 subtests for 127 parallel bit

streams. The green color denotes one stream passing one test; conversely,

red denotes test failure. Ninety-five bit streams pass all subtests, yielding

a pass rate of 75%, which is considered acceptable for a reliable RBG.

(b) The percentage of all 188 subtests that every bit stream passes (green)

is uncorrelated with the SNR s/2σ of the corresponding pair of spatial

channels (red dashed and dotted lines). . . . . . . . . . . . . . . . . . . 136

5.14 NIST SP800-22 statistical test results for combined bit sequences. (a) Schematic

of combining two bit streams from channels a & b. The odd (even)-

indexed bits from channel a is combined with the even (odd)-indexed bits

from channel b. (b) The NIST test results for combined bit sequences cre-

ated from neighboring spatial locations. The random bit streams from two

adjacent channels are combined to produce two new bit sequences. In to-

tal 126 combined bit sequences are created from 126 original bit streams.

92 of them pass all NIST tests, yielding a pass rate of 73%. (c) The test

result for combined bit sequences of randoms pairs of channels. 127 pairs

are chosen randomly among the 127 channels, and a new bit sequence is

constructed from each pair. 92 out of 127 pass all NIST tests, yielding a

pass rate of 72%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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5.15 Diehard statistical test results. (a) p-values for 18 kinds of statistical

tests are obtained with 100 Mbit from a single channel. Each blue (short,

vertical) bar represents one p-value. (KS) denotes that the Kolmogorov-

Smirnov test is performed to obtain the composite p-value. The red lines

denote the minimum and maximum of the acceptable range of p-values:

0.0001 (left panel for p) and 0.9999 (right panel for 1 − p). (b) The test

results for all channels. Red color indicates that the random bits fail the

test. The black arrow denotes the channel (66th) used for (a). 118 out of

127 bit streams pass all the tests, yielding a pass rate of 93%. . . . . . . . 138

5.16 Information capacity of simulated single-channel intensity dynamics.

The Cohen-Procaccia entropy rate estimate hCP in a single spatial channel

converges for different embedding dimensions d, and reaches the informa-

tion theoretical limit h0 (black dashed line), indicating that the maximum

possible RBG rate is reached. . . . . . . . . . . . . . . . . . . . . . . . 141

5.17 Cohen-Procaccia entropy rate of simulated time traces. (a) A portion

of the simulated intensity time trace I(t) with only the fundamental trans-

verse modes (M = 1), and without spontaneous emission noise. (b) I(t)

with M = 3 and without spontaneous emission noise. (c) I(t) with M =

3 and with spontaneous emission noise (δν = 100 MHz). (d) Entropy rate

hCP for the time traces in (a)-(c) with embedding dimension d = 3. The

sampling period τ is 1.5 ps. . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.18 Information capacity of simulated spatio-temporal intensity pattern.

The effective number of spatial degrees of freedom 2H in the emission

pattern grows linearly with the number of transverse lasing modesM . The

black solid line is a linear fit. The blue dashed line is the naively expected

number of spatial degrees of freedom 2M , which exceeds 2H . . . . . . . 143
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5.19 Schematic of a compact parallel RBG system. The many-mode electrically-

pumped semiconductor laser with curved end facets creates ultrafast in-

tensity fluctuation in space and time. Two arrays of fast photodetectors

measure the laser emission. . . . . . . . . . . . . . . . . . . . . . . . . 145

6.1 Methods to calculating the passive modes in a three-dimensional VC-

SEL. (Upper left) the original VCSEL structure consisting of a cavity

with length Lcav sandwiched between two DBRs. (a) For a cylindrically

symmetric structure, the computational domain can be reduced to a two-

dimensional space with radial and axial coordinates. The solutions have

azimuthal dependence e−imφ, where m is the azimuthal mode number.

(b) The DBRs can be replaced by highly reflective mirrors (dashed lines)

spaced by effective cavity length Leff , which simplifies the simulation do-

main. (c) An optical mode of VCSEL can be approximated by a superposi-

tion of forward- and backward-propagating guided modes in a waveguide

with the same cross-section. . . . . . . . . . . . . . . . . . . . . . . . . 150
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6.2 A passive mode of a VCSEL with cylindrical symmetry. (a) An exem-

plary electric-field distribution of a transverse mode profile at z = 0. The

mode was obtained by simulating a VCSEL (radius of 5 µm) with reduc-

tion by cylindrical symmetry. The resonant wavelength is 940.0 nm, and

the Q-factor is 5131. (b) The Fourier transform of the transverse mode pro-

file in (a). The radius of the spatial frequency distribution defines the trans-

verse wavevector kt. (c,d) Possible polarization states of optical propaga-

tion. E, H, and k denote the electric field, magnetic field, and wavevector,

respectively. kt and kl represent the wavevectors in a transverse and axial

(vertical) direction. The s-polarization has E perpendicular to the plane of

incidence, while the p-polarization has E parallel to it. (e,f) The reflec-

tivity of the DBR calculated by optical transfer matrix method. With an

increasing angle of incidence, the reflectivity increases for the s-polarized

light, while it decreases for the p-polarized light. . . . . . . . . . . . . . 154

6.3 Correspondence between optical modes in a VCSEL and an optical

fiber. The transverse electric-field profile of (a) a passive mode in a VC-

SEL and (b) a guided mode in an optical fiber show an excellent agree-

ment. The resonant wavelength is 938.1 nm. (c) Scatter plot of 134 reso-

nant wavelengths of a VCSEL and the effective indices of an optical fiber

neff, showing a linear dependence. The arrow represents the mode in (a)

and (b). The right vertical axis (red) represents neff converted into wave-

length by the relation λ = (λ0/n0)/neff, where n0 = 3.295 is the refractive

index of the fiber core and λ0 = 950 nm is the resonant wavelength of the

DBR structure. The dashed black line is where the wavelengths of optical

modes for the VCSEL and the fiber exactly match. . . . . . . . . . . . . 156
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6.4 Reflection behavior of optical modes at a DBR. The guided modes in

an optical fiber are used to simulate the reflection from the DBR. (a) The

angle of incidence as a function of the mode number. High-order modes

have a large angle of incidence. (b) The reflectivity of the DBR for s-

polarization (Rs) and p-polarization (Rp) with the angle of incidence from

(a). (c) The portion of the s-polarized wavevector component in the guided

modes. The different polarizations in a circular waveguide (TE, TM, EH,

HE) are denoted with distinct markers. The p-polarized component cp

is given by 1 − cs. TE polarization has cs equal to 1, indicating pure s-

polarization. A hybrid mode (EH) has cs larger than 0.5, as TE-component

is more dominant than TM-component. . . . . . . . . . . . . . . . . . . 157

6.5 Validation of approximating VCSEL modes by guided modes in a
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Chapter 1

Introduction

The goal of this dissertation is to control the spatiotemporal dynamics of complex lasers.

The main objective is to study how cavity ray dynamics impact nonlinear lasing dynamics

by exploring various cavity geometries [1–5]. The next goal is to utilize the huge spatial

degrees of freedom in complex lasers for diverse applications, such as a speckle-free light

source [1, 2] and parallel random number generation [3].

1.1 Complex lasers

Conventional lasers feature coherent, directional, and high-power emissions. Most lasers

consist of a cavity with two mirrors facing each other and a gain material between the

mirrors. When the light amplification exceeds the cavity loss, lasing oscillation occurs in a

cavity. Typically, the laser cavity is designed to support lasing of a single transverse mode.

The simplest way is to keep the lateral dimension of a laser cavity small. With a reduced

transverse dimension of the laser cavity, the diffraction loss of high-order transverse modes

increases, and thus they are less likely to lase. The resultant single-mode operation and

high spatial coherence enable a sharp focusing and propagation with a small divergence

of laser beams. Such a high-brightness beam led to many applications of lasers in the
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industry, communications, medicine, and other research areas.

In contrast, complex lasers have extended cavity size or complicated structures, pos-

sessing a huge spatial degree of freedom in the laser cavity. Random lasers [6–8], degenerate-

cavity lasers [9–11], and multimode fiber lasers [12, 13] are such examples supporting

many distinct spatial modes. The numerous lasing modes interact nonlinearly with the

gain material and compete with each other for gain. As a result, complex lasers exhibit

rich physics, enabling many possible lasing states and diverse dynamics. There are many

opportunities of using complex lasers for various applications. For instance, many spa-

tially distinct lasing modes significantly reduce the spatial coherence, which can effec-

tively suppress the coherent artifacts in many imaging systems [14, 15]. Moreover, as

the laser emission is mapped into a high-dimensional phase space with a complicated

landscape, the complex lasers can be useful for reservoir computing [16] and physical

simulators [17].

1.2 Broad-area semiconductor lasers

Broad-area edge-emitting semiconductor laser is an example of a complex laser with nu-

merous spatial degrees of freedom. Typically they have a stripe geometry, with an ex-

tended cavity width on the order of 100 micrometers and a longitudinal cavity length of

a few millimeters. It operates with multiple transverse and longitudinal lasing modes, ac-

commodating a high power reaching a Watt-level from a single emitter. With advantages

of compactness, easiness of fabrication, and high quantum efficiency, broad-area lasers

have been widely used for high-power applications such as material processing, medical

applications, large-scale display, pump sources for solid-state and fiber lasers, and space

communications.

One of the significant issues—yet an interesting physical phenomenon—of broad-area
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Figure 1.1: Spatio-temporal lasing instabilities of broad-area edge-emitting semicon-
ductor lasers. Examples of the near-field spatiotemporal intensity distributions measured
by a streak camera [4]. It features a variety of dynamics, ranging from regular to chaotic
pulsations. The emission profile is disrupted into multiple filaments with a typical width
of several micrometers, oscillating in time with the period of sub-nanoseconds. Moreover,
the filaments are not fixed in space but migrate laterally.

lasers is the spatiotemporal lasing instability [18]. The instability is rooted in the strong

nonlinear light-matter interaction between the multiple lasing modes and semiconductor

gain material [19–26]. As shown in Fig. 1.1, The emission intensity often entails filamen-

tation and irregular pulsation, which significantly degrade the spatial and temporal beam

quality. As the nonlinearities become more substantial with increasing intensity, these

instabilities greatly limit many applications that demand ever-increasing power require-

ments.

The filaments result from several effects, including spatial hole burning, carrier diffu-

sion, and most importantly, carrier-induced index changes [22, 23]. In the active medium

of the laser, the region of increased local intensity depletes the gain. For semiconductor

gain medium with amplitude-phase couplings, such as GaAs quantum well, it can raise
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the refractive index locally and form a lens. The resulting lensing effect causes self-

focusing and creates filaments. As a result, the spatial profile of a beam is no longer a

clean Gaussian-shaped beam but breaks into irregular filaments, with a typical lateral size

of several microns (Fig. 1.1).

These filaments vary in time and space, leading to complex spatiotemporal dynamics

and instabilities. As the filaments with high local intensity can further deplete the gain,

they soon diminish. The pump then replenishes the gain, and the filaments revive. This

process repeats and leads to modulational instabilities, causing the pulsation of emission

intensities. Moreover, the filaments can migrate laterally to other locations with higher

gain. The typical time scale of this dynamics is on the order of sub-nanoseconds, which is

determined by the intrinsic carrier dynamics of the semiconductor gain material. A typical

radio-frequency (RF) spectrum of the broad-area semiconductor lasers features a strong

oscillation power at a few GHz.

Several approaches have been proposed to stabilize the broad-area edge-emitting semi-

conductor lasers [18]. Most efforts aim to minimize the number of lasing modes by injec-

tion locking or optical feedback [27, 28]. However, realizing single-mode lasing in a large

cavity and fine-tuning external operational parameters is highly challenging. In addition,

these approaches are effective up to a certain power level, beyond which multiple modes

lase and instabilities return [4].

An interesting question is whether we can control the lasing instabilities of these broad-

area semiconductor lasers while keeping multimode operation. Maintaining a large gain

volume is necessary to accommodate high-power and many lasing modes. Here the shape

of the resonator is one of the degrees of freedom we can control. The spatial structure of

cavity resonances might impact the mode competition and nonlinear light-matter interac-

tion in an active medium. In turn, the lasing dynamics would be affected by tuning the

geometry of the laser cavity.
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1.3 Ray dynamics in optical cavities

The resonator shape is the essential parameter that determines the lasing behaviors. The

traditional cavity design utilizes ray tracing, tracking the propagation of optical rays inside

the cavity. For two-dimensional microlasers, there have been extensive studies of the

cavity ray dynamics [29–34]. A resonator is often modeled as a photon billiard, in which

a single point-like particle moves freely and reflects at the boundaries. Depending on the

cavity geometry, the system can exhibit various ray dynamics.

The billiards can exhibit regular, chaotic, or mixed ray dynamics. A circular cavity

is one example of cavities showing regular ray dynamics. Figure 1.2(a) shows its typical

ray trajectory that propagates along the cavity boundary. When the initial direction of the

ray slightly changes, the trajectories slowly diverge in time. For such an integrable system

with regular ray dynamics, the divergence grows at most linearly in time.

In contrast, for chaotic billiards, the deviation grows exponentially in time. One can

achieve this by simply making a straight cut on a circular cavity [Fig. 1.2(b)] [35, 36]. In

the D-shaped cavity, a slight difference in initial directions induces a significant divergence

after only a few reflections, and the propagation directions completely change. In a closed

cavity with elastic reflections, the ray will eventually travel to every region inside the

cavity. These striking differences between the circular and D-shape cavities demonstrate

the impact of cavity shape on the ray dynamics.

Due to the ray-wave correspondence, the ray dynamics dictate the wavefunction of the

cavity resonances. For the circular cavity, the ray trajectory going along the cavity bound-

ary corresponds to the whispering gallery mode [Fig. 1.2(c)]. The mode has well-defined

radial and azimuthal mode numbers. For an open circular resonator like semiconduc-

tor microdisk lasers, the optical ray is confined by total internal reflection; hence, these

whispering-gallery modes have extremely high quality-factors, which led to numerous ap-
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Figure 1.2: Cavity ray dynamics and ray-wave correspondence. Optical trajectories
in (a) a circular and (b) a D-shaped cavity. Two trajectories with different colors have
slightly different initial directions of propagation. For the integrable system (a), the de-
viation between two trajectories grows linearly, while for the chaotic system (b), it grows
exponentially. (c) An exemplary whispering-gallery mode of a circular cavity. It has well-
defined radial and azimuthal mode numbers. (d) For a D-shaped cavity, a passive mode has
the spatial mode profile spread throughout the cavity. The wavefunction has a fine-grained
speckle-like structure.

plications in modern photonics [37].

On the other hand, the chaotic ray trajectory of the D-shaped cavity leads to the passive

mode that fills the entire resonator [Fig. 1.2(d)]. This chaotic resonance does not possess

well-defined mode numbers. Moreover, as the ray propagates in all possible directions, in

the wave perspective, the interference of many wave components leads to a speckle-like

fine-grained structure inside the cavity. Therefore, the chaotic ray dynamics result in a

complex spatial structure of passive modes.
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Many studies have focused on the effect of the cavity geometry on the static properties

of the laser emission [32–34], e.g., the optical spectra or spatial emission profiles. In con-

trast, a few studies focus on its dynamics [38–41]. An interesting question would be the

effect of wave-chaotic cavities on the chaotic lasing dynamics of the broad-area semicon-

ductor lasers. One would expect that adding the complexity of the chaotic ray dynamics

would make the lasing dynamics even more unstable. Surprisingly, the D-shaped cavities

could effectively suppress the spatiotemporal instabilities of the semiconductor lasers [4].

The stabilized lasing dynamics were attributed to the fine-grained spatial profile of lasing

modes in wave-chaotic cavities, disrupting the formation of self-focusing instabilities. It

demonstrates the importance of cavity geometry, which can change the spatial structure

of passive modes and consequently alter the nonlinear light-matter interactions in a gain

medium.

Even though the chaotic ray dynamics could help suppress the lasing instabilities, the

chaotic optical propagation poses an issue of emission directionality, i.e., the emission

does not have a preferential emission direction. Hence, the collection efficiency is signif-

icantly degraded. The cavity geometry can be optimized to improve the directionality of

the laser emission [31, 42–46]. Here one might ask whether the chaotic ray dynamics are

essential to suppress the spatiotemporal instabilities or whether the lasing dynamics could

be controlled in other cavities with integrable or even mixed ray dynamics, which may

improve the emission directionality. Understanding the role of classical ray dynamics on

the lasing dynamics will eventually allow us to engineer the lasing dynamics by designing

the cavity shape based on the ray dynamical principles.
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1.4 Dissertation outline

In this dissertation, we present a method for controlling broad-area semiconductor lasers

by tailoring the geometry of the laser cavity. Moreover, from a practical point of view, this

dissertation proposes applications that harness massive spatial degrees of freedom of the

many-mode semiconductor lasers.

Chapter 2 of this dissertation investigates the spatiotemporal dynamics of broad-area

edge-emitting lasers with various asymmetric laser cavities. We explore diverse cavity ge-

ometries featuring integrable to chaotic ray dynamics. The cavity ray dynamics affect the

spatial structure of cavity resonances, which profoundly impact the nonlinear light-matter

interactions in semiconductor gain material. In particular, we find the spatial localization

and the local characteristic length of cavity resonances primarily affect the lasing insta-

bilities. This chapter concludes that suppression of lasing instabilities is not generic for

wave-chaotic cavities but could be attained with integrable systems with judiciously de-

signed cavity shapes.

Chapter 3 presents the control of the number of lasing modes in a stable cavity config-

uration with two end mirrors–one of the most well-known and simple integrable systems,

yet a few studies exist, particularly for multimode semiconductor lasers [47–50]. In terms

of emission directionality, the stable laser geometry outperforms wave-chaotic cavities.

The number of modes could be maximized by curving both end mirrors and optimizing

their curvatures in a near-concentric regime. Experimentally we enhance the number of

lasing modes by two orders of magnitude and attain hundreds of spatial modes lasing si-

multaneously from a single laser diode. Such a laser, featuring a low spatial coherence

combined with high output power, can be used as an ideal illumination source for speckle-

free full-field imaging.

Chapter 4 discusses how sensitively the cavity shape can impact the lasing behavior.
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The Fabry-Perot geometry with planar facets is located at a bifurcation point of unstable

and stable ray dynamics. At such a cavity geometry, the ray dynamics, hence the spatial

structure of resonances, can be changed dramatically by a slight change in the resonator

shape. The near-planar cavities feature a drastically increased number of transverse lasing

modes and a significantly more stable output than planar cavities. Compared to the near-

concentric cavity in Chapter 3, the divergence angle of laser emission of the near-planar

cavity is considerably narrowed, which will improve the collection efficiency of the laser

output and facilitate its applications.

Chapter 5 presents a new application of the stable-cavity broad-area laser in Chapter 3

for ultrafast parallel random bit generation. Lasing of high-order transverse modes sup-

presses the filaments and eliminates spatiotemporal correlations in the emission intensity.

As a result, the cavity geometry drastically accelerates the time scale of intensity fluctua-

tion from sub-nanoseconds to a few picoseconds. The emission of this many-mode laser

features ultrafast spatiotemporal interference of many transverse and longitudinal modes,

which creates a complex intensity pattern in space and time. Moreover, spontaneous emis-

sion noise constantly feeds stochastic noise into the emission pattern, guaranteeing un-

predictability and non-reproducibility. By employing spatial multiplexing of the emission

intensity, our proof-of-principle demonstration shows the massively parallel generation of

random bit streams at hundreds of spatial channels, accelerating the total bit generation

rate to two orders-of-magnitude faster than state-of-the-art.

Lastly, in Chapter 6, our methodology of controlling edge-emitting lasers by cavity

shape is extended to a vertical-cavity surface-emitting laser (VCSEL). Compared to edge-

emitting lasers, VCSELs have greatly improved emission directionality thanks to their

vertical cavity structure. A numerical framework to calculate the passive resonances in

a broad-area VCSEL structure is developed. The numerical results show that specially-

designed cavity geometries can enhance the number of lasing modes in VCSELs. More-
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over, lasing of many spatial modes leads to complex and ultrafast spatiotemporal polariza-

tion dynamics. This many-mode large-area VCSEL with improved directionality would

facilitate speckle-free imaging and parallel random number generation.
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Chapter 2

Controlling lasing dynamics by
asymmetric cavity geometry

2.1 Introduction

1Optical microresonators and microlasers have attracted a lot of interest as testbeds for

studying the properties of open integrable or wave-chaotic systems and in view of appli-

cations [31, 33, 34]. A particular interest was the development of so-called asymmetric

microlasers that exhibit low lasing thresholds but more directional emission than con-

ventional circular microdisk lasers as on-chip light sources. So far, almost all studies of

asymmetric dielectric microresonators and microlasers have concentrated on their static

properties like spectra, quality factors and far-field intensity distributions, with the objec-

tive of understanding the relation between passive cavity modes and classical ray dynam-

ics, the so-called principle of ray-wave correspondence. In contrast, the lasing dynamics

of asymmetric microlasers has barely been investigated with only a few numeric studies

[38, 39] and experiments [40, 41]. Hence we have so far no general understanding of the

relations between the cavity shape and the classical ray dynamics on the one hand and the
1The chapter material is primarily taken from Kyungduk Kim*, Stefan Bittner*, Yongquan Zeng, Yuhao

Jin, Qi Jie Wang, Hui Cao, “Spatio-temporal dynamics of asymmetric microcavity semiconductor lasers”,
in preparation. *These authors contributed equally.
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lasing dynamics on the other hand. In chapter 2, we show that the nonlinear dynamics of

asymmetric semiconductor microlasers is very rich and depends on the cavity shape.

Nonlinear lasing dynamics has been studied for a long time [18, 51, 52], and the field

of laser chaos has attracted increasing interest for fundamental investigations and applica-

tions alike. In particular semiconductor lasers can be applied as ultra-fast random number

generators, in secure telecommunication, for microwave photonics, optical computing and

sensing [53, 54]. Hence the development of highly-stable semiconductor lasers as well as

of lasers featuring broad-band chaos have become very active fields of research. Chaotic

dynamics is typically induced via optical injection or delayed feedback [18, 54, 55]. How-

ever, also free-running semiconductor lasers can feature instabilities [56] and chaos [57]

induced by multimode interaction. While almost all studies of semiconductor laser dy-

namics consider conventional Fabry-Perot (FP) cavities, our study of free-running edge-

emitting lasers with various asymmetric cavity shapes demonstrates the great and so far

untapped potential of using the cavity geometry to tailor the dynamics of semiconductor

lasers. The resonator shape thus provides a huge but mostly unexplored parameter space

for designing microlasers with specific dynamical properties.

Edge-emitting semiconductor lasers with cavities spatially extended in two dimensions

can develop complex spatio-temporal dynamics [19, 21, 23–26, 58]. In particular the so-

called filamentation in broad-area FP-type lasers is a well-known problem [19, 25], which

can be explained as a modulational instability caused by a self-focusing effect [21, 23,

24]: a stronger optical field in one region of the cavity locally depletes the gain, and the

reduction in carrier density increases the refractive index. The resulting lensing effect

further increases the optical field in this region and thus creates a filament. However,

the filaments are intrinsically unstable since gain depletion will eventually destroy them

and lead to the creation of new filaments in regions with undepleted gain, which leads to

complex, pulsating spatio-temporal emission patterns [19, 25].
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In Ref. [4], filamentation and other spatio-temporal instabilities are strongly suppressed

in asymmetric microlasers with a D-shaped cavity, which features chaotic ray dynamics.

This was explained by the fine-grained structure of the lasing modes due to the chaotic ray

dynamics: intensity variations on very small length scales appear to be too insignificant to

create a lensing effect, thus preventing the formation of filaments. This raises the question

whether such a mechanism is generic for wave-chaotic cavities, but also could be attained

in integrable systems. Interesting questions would be which fundamental physical mech-

anisms influence the strength of spatio-temporal instabilities, and how these mechanisms

are related to the cavity geometry and the classical ray dynamics.

We try to answer these questions by experimentally investigating the spatio-temporal

dynamics of edge-emitting semiconductor microlasers with AlGaAs / GaAs quantum wells

and five different resonator shapes. The different cavity geometries and their ray dynamics

manifest in the structure of the passive cavity modes which we study in detail to correlate it

with the strength of lasing instabilities. We surmise that the spatial structure of the modes

strongly impacts the interaction with the active medium, and thus the cavity geometry

directly affects the spatio-temporal dynamics.

The five different resonator shapes we study are the D-cavity, stadium, Limaçon, el-

lipse and square geometries, and they exhibit different types of ray dynamics. Our ex-

perimental results show that the cavity shape indeed strongly affects the occurrence and

strength of lasing instabilities. In particular the degree of spatial localization and the fine

structure size of the intensity distributions play a significant role. While resonators with

spatially extended and fine-grained modes (D-cavity, stadium and square) feature quite

stable lasing dynamics, resonators like the Limaçon and ellipse with whispering gallery

modes that are spatially localized and exhibit a larger structure size display strong insta-

bilities. Moreover, we observe that also the length and time scales of spatio-temporal

instabilities are affected by the cavity shape.
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2.2 Resonators, ray dynamics, and passive cavity modes

2.2.1 Device structure and fabrication

We fabricate edge-emitting GaAs/AlGaAs quantum well semiconductor microlasers based

on a commercial epiwafer (Q-Photonics QEWLD-808). The lateral boundaries and thus

the different cavity shapes are defined via UV-lithography and dry etching. The etch goes

completely through the guiding layer and partially into the bottom cladding to provide

good lateral light confinement due to a high refractive index contrast at the sidewalls. The

sidewalls are very vertical and exhibit small, but non-negligible surface roughness (see

Ref. [59]). After the etching, the top metal contacts for electrical pumping are deposited,

which are withdrawn by a few micrometer from the cavity edges (see Section 3.4 for

details of the fabrication process).

Figure 2.1 shows exemplary scanning electron microscope images of the five different

cavity shapes. All cavities have an approximately equal area of about 2.53 × 104µm2 to

ensure equal pump current density and resonance density. The guiding layer supports a

single vertical excitation, and thus the optical field propagates in the plane of the resonators

with a phase velocity c/neff , where c is the speed of light in vacuum and neff = 3.37 the

effective refractive index. The laser emission has transverse electric (TE) polarization, that

is, the electric field is parallel to the plane of the resonators.

2.2.2 Ray and wave simulations

Figure 2.2 shows typical ray trajectories and passive cavity modes with high quality (Q)

factors for the five cavity shapes. The classical trajectories were calculated with a simple

ray tracing algorithm. The power of the rays is reduced according to the Fresnel reflection
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(b) (c)

(d)

Figure 2.1: Semiconductor lasers with different cavity shapes. Perspective scanning
electron microscope images of edge-emitting microlasers in the shape of (a) D-cavity, (b)
stadium, (c) Limaçon, (d) ellipse and (e) square. The scale bars are 50 µm long.

coefficients at each reflection to account for the leakiness of the dielectric cavities2.

We model the laser cavities as two-dimensional (2d) dielectric resonators, that is, the

passive cavity modes are solutions of the 2d scalar Helmholtz equation

{∆ + n2(~r)k2}Ψ(~r) = 0 , (2.1)

with outgoing-wave boundary conditions [32, 34], where ~r = (x, y)T are the coordinates

in the plane of the cavity, n(~r) is the refractive index structure of the cavity (n = neff

inside and n = 1 outside of the cavity), and the wave function Ψ corresponds to the z-

component of the magnetic field,Hz, for TE-polarized modes. The solutions are computed

numerically using the COMSOL eigenfrequency solver module, where the outgoing-wave

boundary conditions are implemented via perfectly matched layers at the boundaries of

the computational domain. The real part of the resonance wave numbers k corresponds to

the resonance frequency and the imaginary part to the life time, hence the quality factors

2The decay of the ray trajectories is not indicated in Fig. 2.2 for the sake of simplicity.
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Figure 2.2: Ray dynamics and wave functions for the five cavity shapes. (a)–(e) Typical
ray trajectories. (f)–(j) Wave functions of high-Q modes in a smooth and (k)–(o) a rough
cavity. The scale bars are 5 µm long. The resonance wavelengths and quality factors of
the resonances are (f) λ = 799.33 nm and Q = 1597, (g) λ = 797.39 nm and Q = 2987,
(h) λ = 797.37 nm and Q = 30, 332, (i) λ = 800.88 nm and Q = 290.8 × 109, (j)
λ = 797.92 nm and Q = 10.8× 106, (k) λ = 799.5 nm and Q = 1814, (l) λ = 798.37 nm
and Q = 2075, (m) λ = 800.95 nm and Q = 9514, (n) λ = 800.38 nm and Q = 8454,
and (o) λ = 798.42 nm and Q = 18, 580.

are given by Q = −Re(k)/[2Im(k)].

The wave simulations were performed for cavities with ten times smaller linear dimen-

sion (area of about 253 µm2) due to computational constraints. Since both the simulated

and the fabricated cavities are well within the semiclassical regime kR � 1, where R

is a typical linear dimension (e.g., the radius of the D-cavity), the simulation results can

nonetheless be considered representative for the actual cavities. Calculations were per-

formed both for cavities with smooth [Figs. 2.2(f)–(j)] and rough boundaries [Figs. 2.2(k)–

(o)] to study the impact of the residual surface roughness on the quality factors and wave

function structure.
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Surface roughness

Since surface roughness is inevitable in real-world microresontors, we also calculate the

passive cavity modes of resonators with surface roughness and compare the results to

smooth cavities in order to understand the impact of roughness. The surface roughness

model we use is very similar to the one in Refs. [4, 60]. The boundaries are perturbed by

adding a superposition of high-order harmonics with random phase and amplitude. The

cavity geometries of interest have a combination of curved and straight boundaries, and

we adapt the roughness model to these two cases.

For Limaçon and ellipse resonators, the entire boundary is curved and the local radius

of the cavity r(ϕ) is defined in polar coordinates by a single closed form. In these cases

as well as for the curved boundary parts of the D-cavity and stadium, a perturbation

∆R(ϕ) =

m2∑
m=m1

amcos(mϕ+ θm) (2.2)

is added to the local radius r(ϕ). The amplitudes am and phases θm are random variables

with uniform distributions in the range of am ∈ [−10, 10] nm and θm ∈ [0, 2π], respec-

tively, where am determines the length scale of perturbations perpendicular to the bound-

ary, which is in the low nanometer range. The range of the harmonics is from m1 = 5

to m2 = 42. The harmonics with the longest period m1 is determined by R/ξ, where

R = 10 µm is the typical radius of a cavity and ξ = 2 µm is the maximal length scale

parallel to the boundary of the surface roughness in experimental cavities. The harmonics

with the shortest period m2 is determined by nR/λ, where λ/n = 0.8/3.37 µm is the

in-medium wavelength of the optical field.
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For the straight boundaries of D-cavity, stadium and square resonators, the perturbation

∆R(s) =

m2∑
m=m1

am cos

[
m

(
2π

s

s0

)
+ θm

]
(2.3)

is added in the direction perpendicular to the boundary, where s is the coordinate along the

straight boundary and s0 is the entire length of the cavity boundary. The amplitudes am and

phases θm are random variables with the same distributions as for the curved boundaries.

2.2.3 Ray-wave correspondence

One of the cornerstones of wave-dynamical chaos is the principle of ray-wave correspon-

dence, that is, the classical ray dynamics manifests in the properties of the spectrum: the

structure of the wave functions and the quality factors. The two types of ray dynamics

discussed in the following are integrable and chaotic dynamics. For chaotic dynamics, the

ray trajectories exhibit an exponential sensitivity to their initial conditions and explore the

entire phase space over time, that is, their dynamics is ergodic. Examples are the D-cavity

and the stadium billiards [Figs. 2.2(a) and (b)]. For integrable dynamics, the trajectories

exhibit a linear sensitivity to their initial conditions and are confined to invariant surfaces

of lower dimension, that is, they cannot explore the complete phase space. Examples are

the ellipse and the square billiard [Figs. 2.2(d) and (e)].

The semiclassical eigenfunction hypothesis [61, 62] states that the wave functions of

a resonator reflect the underlying classical dynamics: for integrable ray dynamics, each

wave function is based on a particular invariant surface in phase space, whereas for chaotic

dynamics, wave functions are based on the entire chaotic part of phase space. Conse-

quently, the wave functions of a closed resonator with completely chaotic ray dynamics

are on average homogeneously distributed over the whole cavity since the ray dynamics

is ergodic. The correspondence of a wave function with different parts of the phase space
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can be visualized using so-called Husimi distributions [63, 64]. For open systems like

the dielectric resonators considered here, however, the wave functions are based only on

certain parts of the chaotic phase space depending on the resonance lifetime [65–67], and

they can hence exhibit a spatially inhomogeneous profile [5] like the examples shown in

Figs. 2.2(f) and(g).

The quality factors of the resonant modes are also connected to the classical ray dynam-

ics. In particular, the ellipse features so-called whispering gallery modes (WGMs) based

on trajectories completely confined by total internal reflection (TIR)3 that have ultra-high

Q-factors [Fig. 2.2(i)]. For chaotic ray dynamics, in contrast, the quality factors are often

much lower since almost all ray trajectories eventually reach a part of phase space where

they escape refractively. In the following we discuss the ray-wave correspondence for the

five cavity geometries in more detail.

The D-cavity is a circle of which a section has been cut off, where the distance from

the circle center to the cut is R/2 with R = 100 µm the radius4. The stadium consists

of a square with side length a = 119 µm between two semicircles of radius a/2. Both

the D-cavity and stadium have completely chaotic ray dynamics [35, 36] with the excep-

tion of trajectories with measure zero in phase space which are of no importance in the

following. Consequently, their classical trajectories cover the whole billiard [Figs. 2.2(a)

and (b)] and the high-Q resonances are spatially extended [Figs. 2.2(f) and (g)], though

they feature circular regions of reduced intensity due to the leakiness [5]. Their quality

factors are lower than those of the other cavities since the chaotic ray dynamics leads to

significant refractive losses [5, 68]. The wave functions exhibit an irregular, fine-grained

and speckle-like structure. Surface roughness slightly reduces the Q-factors and makes

the wave functions a bit more spatially homogeneous [Figs. 2.2(k) and (l)], but does not

3The critical angle for total internal reflection is χcrit ' 17.3◦ in our case.
4The dimensions indicated in the following are those of the fabricated cavities. The simulated cavities

have ten times smaller linear dimensions.
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fundamentally change their structure. Various aspects of stadium microlasers including

the mode competition [59, 69] have been studied. We have previously investigated the

near-field intensity distributions and resonance lifetimes of D-cavity and stadium micro-

lasers [5] as well as the spatio-temporal dynamics of the D-cavity [4], which serves as

motivation for the present study.

The boundary of the Limaçon cavity [70] is defined in polar coordinates by

r(ϕ) = R0(1 + ε cosϕ) (2.4)

where ϕ is the azimuthal angle,R0 = 86 µm the mean radius and ε = 0.42 the deformation

parameter. In contrast to the D-cavity and stadium, its ray dynamics is predominantly, but

not completely chaotic: since it is a convex cavity, there remain invariant surfaces with

whispering-gallery type trajectories very close to its boundary [71, 72], and there is a small

stable island with integrable ray dynamics around the horizontal diameter orbit [70, 72]

as well as further tiny stable islands around other stable periodic orbits [73]. So while

technically a mixed system, we will consider it a chaotic billiard in the following since the

integrable regions of phase space are very small and the relevant resonances are based on

the chaotic part.

The dielectric Limaçon resonator with ε = 0.42 is of great practical interest because

it combines resonances with very high Q-factors and directional far-field emission [72].

This is due to the existence of trajectories [Fig. 2.2(c)] which remain confined by TIR for

a long time before reaching the leaky region of phase space, which is attributed to the exis-

tence of partial barriers in phase space [74, 75]. Hence the high-Q resonances are WGMs

[Fig. 2.2(h)], but with a more disordered structure and lower Q-factors compared to the

integrable ellipse [Fig. 2.2(i)] since the modes of the Limaçon are based on chaotic trajec-

tories. The resonances come in near-degenerate pairs with odd and even mirror symmetry.
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Surface roughness reduces the Q-factors and decreases the degree of spatial localization

a bit [Fig. 2.2(m)], but does not fundamentally change the structure of the high-Q reso-

nances.

Our ellipse cavities with aspect ratio b/a = 2 have a minor (major) diameter of

a = 127 µm (b = 254 µm). Like the circle, the ellipse has completely integrable ray

dynamics [76] and features WGMs spatially localized near the boundary with ultra-high

Q-factors which are based on trajectories confined by TIR [Fig. 2.2(d)]. Since the ray

dynamics is integrable, the WGMs have a very regular structure [Fig. 2.2(i)] and can be

labeled with azimuthal and radial quantum numbers [77]. These WGMs appear in near-

degenerate doublets [78]. The ellipse resonators are strongly affected by surface rough-

ness: theQ-factors are significantly reduced, and the modes lose their regular structure and

are significantly less localized [Fig. 2.2(n)]. While the mode competition in ellipse micro-

lasers has been studied [59, 69], the spatio-temporal dynamics has not been investigated

so far.

The square microlasers have a side length of 159 µm. The square has completely

integrable ray dynamics like the ellipse, however, the structure of ray trajectories and

resonant modes is quite different. Since the moduli of the wave vector components, |kx|

and |ky|, are conserved quantities [Fig. 2.2(e)], there exist trajectories confined by TIR at

all reflections which give rise to modes with very high Q-factors [79]. The wave functions

exhibit a very regular structure like for the ellipse [Fig. 2.2(j)], however, they cover the

whole cavity homogeneously in correspondence with the underlying ray trajectories and

in contrast to the highly localized WGMs of the ellipse. The integrable ray dynamics

allows to develop simple semiclassical models for the spectrum and wave functions of the

square which explain the very regular structure [80–82]. Surface roughness significantly

decreases the quality factors and renders the structure of the wave functions more irregular

[Fig. 2.2(o)], but the modes retain fairly high Q-factors and spatial homogeneity.
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The five geometries introduced above have been carefully chosen to elucidate how the

resonator geometry and the resulting structure of the wave functions affects the spatio-

temporal dynamics of semiconductor microlasers. In particular we vary the type of clas-

sical dynamics (integrable vs chaotic), which affects the fine structure of the modes, and

the degree of spatial localization (spatially extended modes vs localized WGMs), since we

presume that these are key properties affecting the lasing dynamics. The effect of surface

roughness is another important aspect for practical applications.

There are several interesting comparisons to be made that will reveal the role of dif-

ferent properties. Both D-cavity and stadium have chaotic ray dynamics combined with

spatially extended modes, though the stadium has somewhat lower lasing thresholds [5].

Comparing these two cavities will reveal if the very stable dynamics observed for the D-

cavity [4] is a general feature of such resonator geometries. The Limaçon cavity also has

chaotic ray dynamics, but its modes are localized WGMs. Comparing the Limaçon to D-

cavity and stadium will reveal the role of spatial localization for wave-chaotic resonators

and if stable dynamics can be combined with directional emission. The square exhibits

spatially extended modes like the D-cavity and stadium, but the wave function fine struc-

ture is more regular since the square has integrable ray dynamics. Ellipse and Limaçon

also contrast integrable with chaotic ray dynamics, however, they both feature localized

WGMs in contrast to the other resonators. Finally the ellipse and square can be compared

as two cases with integrable ray dynamics, but very different degree of spatial localization

and different fine structure. Hence the comparisons outlined above should yield precise

insights into the relation of the spatio-temporal dynamics with the resonator geometry, the

degree of spatial localization and the classical ray dynamics.
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2.2.4 Lasing thresholds and number of lasing modes

An important aspect of microcavity lasers is the mode competition and the resulting num-

ber of lasing modes since not only it determines the spatial coherence of the laser and

but also the interaction of several lasing modes can lead to instabilities. While we do not

have a simulation tool capable of simulating the dynamics of our asymmetric microlasers,

which is computationally extremely expensive [4], the Steady-state Ab-initio Lasing The-

ory (SALT) [83–86] has proven very useful to estimate the number of lasing modes of

such lasers even though it is strictly speaking not applicable when the laser does not reach

a steady-state. As our microcavities have relatively high quality factors, we employ the

single pole approximation to SALT (SPA-SALT) that uses the passive cavity modes as the

elements [60, 87, 88]. We perform simulations for three different realizations of rough

cavities since the smooth Limaçon, ellipse and square cavities feature unrealistically high

Q-factors that would skew the results. Figure 2.3(a) shows the computed lasing thresh-

olds for the five cavity shapes, which are inversely proportional to the quality factors Qmax

of the most long-lived modes. Limaçon, ellipse and square have the lowest thresholds,

whereas D-cavity and stadium have significantly higher thresholds. This demonstrates

how strongly the cavity shape can affect the lasing threshold.

The onset of further lasing modes is determined by a combination of their Q-factors

compared to the first lasing mode, which clamps the gain, and the spatial overlap of

their intensity distributions. The number of modes NQ with Q ≥ 0.8 · Qmax is shown

in Fig. 2.3(b). NQ is relatively high for the D-cavity and stadium since they feature a lot of

modes with similar Q-factors, though there are significant variations for different rough-

ness realizations. For the Limaçon, ellipse and square, in contrast, NQ is only in the range

of 1 to 4 since these cavities often feature an exceptionally high Qmax.

The actual number of lasing modes, however, also depends on spatial gain-competition

23



D Stad Lim Ell Sq

La
si

ng
 th

re
sh

ol
d 

(a
rb

. u
ni

ts
)

0

2

4

6

8

D Stad Lim Ell Sq

(a)

(c)

0

2

4

6

8

10

12

14

Ef
f. 

nu
m

be
r o

f l
as

in
g 

m
od

es
N

S

D Stad Lim Ell Sq

(b)

0

4

8

12

16

20

N
um

be
r o

f h
ig

h-
m

od
es

Q
N

Q

(d)

D Stad Lim Ell Sq

R
at

io
/

N
N

S
Q

0

1

2

3

4

5

Figure 2.3: Simulated lasing behavior for rough cavities as function of the cavity
shape. (a) Lasing thresholds according to SPA-SALT simulations. (b) Number of high-Q
passive cavity modes NQ with Q > 0.8Qmax. (c) Effective number of lasing modes NS

at ten times the lasing threshold calculated by SPA-SALT simulations. (d) Ratio NS/NQ

of lasing modes according to SPA-SALT simulations and high-Q modes. The dotted line
indicates a ratio of 1. The black circles indicate the data for three different realizations of
surface roughness, and the red squares and error bars indicate the corresponding mean and
standard deviation.

effects, which are taken into account by the SPA-SALT simulations. We performed SPA-

SALT simulations at 10 times the threshold even though we pump less strongly in experi-

ments. The aim is to obtain a large and thus statistically more significant number of lasing

modes since the simulated cavities are much smaller than the actual ones. The simulations

yield the power Pµ of the µ-th lasing mode. Since the power of different lasing modes can
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vary significantly, we define an effective number of lasing modes as

NS =

[∑
µ

Pµ

]2

/

[∑
µ

P 2
µ

]
, (2.5)

which is shown in Fig. 2.3(c). For some cavity shapes we see again significant variations

with surface roughness, however, we observe the same qualitative dependency on the cav-

ity shape as for NQ in Fig. 2.3(b). In particular, the Limaçon and ellipse cavities have

the fewest lasing modes since their localized WGMs have a stronger spatial overlap. The

square cavity with its spatially extended modes does not have many more lasing modes

either, which we attribute to the low number NQ of modes with Q-factors comparable to

the first lasing mode.

A more detailed comparison of NQ and NS is presented in Fig. 2.3(d) where the ratio

NS/NQ is plotted. For the D-cavity, stadium and Limaçon resonators, the ratio is close to

1, which demonstrates that the estimate NQ is fairly accurate. However, we observe that

for the D-cavity and stadium the ratio is a bit smaller than 1 in most cases, which highlights

that the gain competition is non-negligible. For the ellipse and in particular the square, the

ratio is significantly larger than 1 for most roughness realizations, which demonstrates

that spatial hole burning can allow even modes with significantly lower Q-factor than the

first lasing mode to start lasing eventually. Apparently NQ underestimates the number of

lasing modes for resonators that can feature modes with exceptionally high Q-factors like

the ellipse and square.

In conclusion, the cavity shape as well as the surface roughness play an important role

in determining the lasing thresholds and the number of lasing modes since the shape has

a profound impact on the quality factors and spatial localization of the resonant modes.

It should be emphasized that for all cavity shapes we predict multi-mode lasing, and the

interaction of multiple lasing modes is an important ingredient in the development of lasing
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instabilities [18, 89].

2.3 Experimental results

2.3.1 Measurement setup

We perform experiments with five different microlasers for each cavity shape. The mi-

crolasers are contacted with a Tungsten needle and pumped electrically by a diode driver

(DEI Scientific PCX-7401). We use short current pulses of 2 µs length and a very low

duty cycle to reduce heating. The pump currents are as high as 500 mA (corresponding

to about 1980 A/cm2), and most of the data presented in the following is for 500 mA.

The spectra are measured with an imaging spectrometer (Acton SP300i) equipped with an

intensified CCD camera (ICCD, Andor iStar DH312T-18U-73) which also allows time-

resolved measurements. The output facets of the microlasers are imaged onto a streak

camera (Hamamatsu C5680) with a fast single-sweep unit (M5676) using a microscope

objective (20×, NA= 0.4) and a tube lens to investigate the spatio-temporal dynamics of

the microlasers.

2.3.2 Time-integrated measurements

Figure 2.4(a) shows the LI-curves obtained from the integrated lasing spectra of typi-

cal Limaçon and square microlasers, which show a clear threshold at about 80 mA. The

thresholds for the different resonator geometries, averaged over five different microlasers

each, are presented in Fig. 2.4(b). The fluctuations of the threshold amongst cavities of the

same shape is very small, indicating the generally good reproducibility and consistency

of the measurements. The lasing thresholds depend significantly on the geometry: the

Limaçon, ellipse and square cavities have the lowest thresholds, followed by the stadia,
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Figure 2.4: Characterization of lasing behaviors. (a) LI-curves for a Limaçon (red
triangles) and a square microlaser (blue squares). (b) Experimental lasing thresholds for
different cavity shapes. The mean and standard deviation for five different cavities per
resonator shape are indicated.

and the D-cavities have the highest thresholds. This agrees well with the lasing thresholds

[Fig. 2.3(a)] even though no quantitative agreement is found.

The measured lasing spectra for a Limaçon and a square microlaser are shown in

Fig. 2.5. Lasing spectra for D-cavity, stadium and ellipse microlasers are presented in

Ref. [59]. All microlasers show clear multi-mode lasing as predicted by the SPA-SALT

simulations (Fig. 2.3). The spectra of cavities with the same shape are qualitatively con-

sistent for all measured cavities.

The time-integrated near-field (NF) emission intensity distributions measured with the

streak camera are presented in Fig. 2.6 (blue solid lines). The intensity distributions are

shown on the scale of the cavities indicated to the left of the intensity distributions, and the
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Figure 2.5: Multimode lasing of the microcavities. Measured lasing spectra at 500 µm
pump current integrated over a single pump pulse for (a) a Limaçon and (b) a square
microlaser.

image planes in relation to the cavities are indicated by the black dashed lines. Since the

microlasers are multimode, the intensity distributions are an average over several lasing

modes. The measured NF images are compared to passive cavity simulations of smooth

cavities, and the average intensity distributions of the 10 highest-Q modes are superim-

posed in Fig. 2.6 (red dashed lines). The finite numerical aperture (NA = 0.4) of the imag-

ing setup is taken into account in the calculations [4]. The simulation data was rescaled

by a factor of 10 to match the measured images, which is why the emission lobes of the

simulated data partially appear broader than the measured lobes. The agreement between

measured and simulated NF intensity distributions is overall very good.

Even though only the light leaking out from the cavities is observed, the NF images

allow a better understanding of the structure of the lasing modes since they reveal the
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Figure 2.6: Measured spatial intensity distribution of the laser emission. Near-field
emission intensity distributions of (a) Limaçon, (b) ellipse and (c) square microlasers. The
measured near-field images (blue solid lines) for 500 mA are compared to passive mode
simulations (red dashed lines) for smooth cavities (average over the 10 highest-Q modes).
The cavities are indicated on the same scale as the transverse position x. The image planes
are indicated by the vertical dashed black lines.

emission mechanisms. The emission from the high-Q modes of wave-chaotic microlasers

follows an ensemble of particularly long-lived light rays that diffuse through the chaotic

phase space till they finally escape refractively and can be predicted by ray tracing sim-

ulations [34, 67, 68]. This is discussed in detail for D-cavity and stadium microlasers in

Ref. [5], including the comparison of NF images with wave and ray simulations which

shows very good agreement. The same emission mechanism applies to Limaçon cavi-

ties [72], which is confirmed experimentally by the good agreement of the measured and

simulated NF intensity distributions in Fig. 2.6(a).

Since the WGMs of the ellipse are confined by TIR, light is emitted via tunneling

at the points of highest curvature with a grazing angle. This results in the narrow emis-

sion lobes originating from the upper and lower vertices of the ellipse [Fig. 2.6(b)], and

their observation confirms that our ellipse microlasers exhibit WGMs as predicted by sim-

ulations. Since the ray trajectories supporting the modes of the square are confined by

TIR, evanescent waves traveling along the sidewalls are emitted from the corners [90, 91],

yielding the narrow emission lobes parallel to the sidewalls that we observe [Fig. 2.6(c)].
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The measured NF images of the square additionally exhibit a broad background between

the corners that we attribute to the residual surface roughness.

2.3.3 Time-resolved measurements

The time-integrated measurements demonstrate that the thresholds, spectra and intensity

distributions of the microlasers are consistent with the theoretical expectations discussed

in Section 2.3.2, and the next step is to investigate their dynamical behavior, which is the

main objective of this article.

Figure 2.7 shows the spectrochronogram of a square microlaser which is measured

with a tomographic technique: the ICCD connected to the spectrometer is gated on during

a 50 ns long interval to measure spectra with high temporal resolution, and the delay td

of the gate interval with respect to the start of the pump pulse is successively increased

from one pulse to the next (cf. Ref. [4]). The spectrum changes continuously over the

course of the pulse with a timescale of the order of 100 ns, which is much longer than the

intrinsic time scales of the nonlinear laser dynamics discussed below. However, the laser

remains multimode at any point in time, though the instantaneous number of lasing peaks

is smaller than that in the time-integrated spectra in Fig. 2.5. Similar spectrochronograms

are obtained for other the other microlaser geometries (cf. Ref. [4]).

The redshift of the individual resonances as well as the center of mass of the spectrum

shows that the evolution of the spectrum is driven by Joule heating [4]. Consequently, the

properties of the gain medium and the resulting lasing state are varied over the course of

the pulse. This enables us to investigate an ensemble of different possible dynamical states

by measuring streak images at different times during the pulse, where the individual streak

images are shorter than the time scale of the heating-induced drift of the lasing spectrum.

We measured the evolution of the spatio-temporal lasing dynamics during a current

pulse with single-sweep streak images of 10 ns length (temporal resolution about 30 ps),
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Figure 2.7: Time-resolved multimode lasing spectrum. Measured spectrochronogram
of a square microlaser for 500 mA pump current. The time axis indicates the delay td of
the gate interval to the start of the pump pulse. The white scale bar indicates the time
resolution of 50 ns.

where the delay td between the streak image and the begin of the pulse was varied like

for the measurement of the spectrochronograms [4]. For each microlaser, 161 consecutive

streak images covering a total time of 1.61 µs were measured, omitting only the transient

dynamics at the start and end of the pulses. Examples of these streak images are shown

in Fig. 2.8. The spatial intensity distributions are consistent with the time-integrated NF

images in Fig. 2.6 and Ref. [5].

For all five cavity shapes we find streak images exhibiting no significant temporal

variations of the emission (top row of Fig. 2.8) as well as examples with strong fluctuations

(bottom row). We observe many different examples of spatio-temporal dynamics that

feature diverse time scales in the nanosecond to picosecond range and a wide variety of

different spatio-temporal structures. The temporal fluctuations at different lateral positions

x can be in phase or have a phase offset, while some points do not show fluctuations at all

[cf. Figs. 2.8(b, d, f, h, j)]. In the following we present a comprehensive analysis of the

amplitude, frequency scales and frequency of occurrence of spatio-temporal instabilities

in order to understand (i) which cavity geometries suppress or promote spatio-temporal
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Figure 2.8: Exemplary spatio-temporal intensity dynamics of asymmetric micro-
lasers. Measured streak images for microlasers with (a, b) D-cavity, (c, d) stadium, (e,
f) Limaçon, (g, h) ellipse and (i, j) square geometry at 500 mA pump current. Only the
first 4 ns of the 10 ns long streak images are shown for clarity. The transverse position x
corresponds to the image planes indicated in Fig. 2.6.

instabilities and (ii) how the geometry affects the temporal and spatial characteristics of

the instabilities.

2.3.4 Radio-frequency (RF) spectra

Our first approach to quantify the lasing instabilities is the analysis of the RF-spectra,

which are obtained from the measured streak images as described in the following. Each

streak image I(x, t) is normalized such that 〈I(x, t)〉x,t = 1 to enable a quantitative

comparison of the fluctuation strength of different measurements. We first calculate the

spatially-resolved Fourier transform (FT) of the streak image,

Ĩ(x, f) =

∫
dt I(x, t) exp(−2πift) , (2.6)
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Figure 2.9: Time-resolved RF spectra of asymmetric microcavities. Refined RF-spectra
Ŝ(f) obtained from the measured streak images as function of the time td during the pulse.
Two examples for each cavity shape are presented: (a, b) D-cavity, (c, d) stadium, (e, f)
Limaçon, (g, h) ellipse and (i, j) square. Please note the logarithmic scale for the RF-power.

where f is the RF-frequency, which is in the range up to 12 GHz in our case. Then we

spatially average to obtain the RF power spectrum

S(f) = 〈|Ĩ(x, f)|2〉x (2.7)

of the streak image. All RF-spectra feature a generic, broad-band signal due to multi-

mode interference that decays exponentially with f , and spatio-temporal instabilities cre-

ate peaks at specific frequencies on top of it. In order to highlight the frequency contribu-

tions from the instabilities and facilitate the further analysis, the broad-band generic signal

is subtracted to obtain refined RF-spectra Ŝ(f) featuring only the frequency components

due to lasing instabilities. Additionally the DC component is removed. In the following

only the refined RF-spectra Ŝ(f) are considered.

The refined RF-spectra Ŝ(f, td) for 10 different microlasers are presented in Fig. 2.9 as

function of the time td during the pulse when the streak image is measured. Only the range

td = 0.3–1.9 µs is considered to exclude transients. It should be noted that we restrict

ourselves to the frequency range up to 12 GHz which is limited by the temporal resolution
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of the streak images. This frequency range appears to contain most of the fluctuations, but

we know from measurements with better time resolution that also frequency components

beyond 12 GHz can appear. Analogous to Fig. 2.8, the top row shows particularly stable

and the bottom row unstable examples for each cavity shape. Individual microlasers can

exhibit both periods of stability as well as periods with strong fluctuations during a single

pulse. The RF-spectra evolve continuously as function of time since the microlasers slowly

change their lasing state due to heating (cf. the spectrochronogram in Fig. 2.7).

The ten examples in Fig. 2.9 already allow to observe some trends as function of the

cavity shape. The cases of D-cavity and stadium are quite similar: instabilities are very rare

and even an entire pulse can pass without significant instabilities [Fig. 2.9(a, c)]. However,

when instabilities appear, they can be quite strong, but exhibit only very few frequency

components plus their harmonics [Fig. 2.9(b, d)]. Limaçon and ellipse microlasers show

instabilities very often, where those of the ellipse are significantly stronger compared to the

Limaçon. Interestingly, the Limaçon and ellipse microlasers exhibit a higher abundance

of frequency components below 1 GHz compared to the other cavity shapes. Furthermore,

the RF-spectra of the ellipse microlasers feature a higher number of frequency components

than for other cavity geometries. The square microlasers are an intermediate case: they

display instabilities a bit more often than D-cavities and stadia, but less frequently than

Limaçon and ellipse cavities. In addition, their instabilities appear to be somewhat weaker

and involve only few frequency components.

For a more quantitative evaluation of the RF-spectra we consider two quantities char-

acterizing different aspects in the following. First, we look at the integrated RF-power,

Stot =
∑
f,td

Ŝ(f, td) . (2.8)

Second, we calculate the frequency of occurrence of instabilities via the participation ratio
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Figure 2.10: Comparison of instabilities in different asymmetric microlasers. (a) To-
tal RF-power of instabilities Stot and (b) frequency of occurrence SPR of instabilities as
function of cavity shape. The black symbols are the data points for five different cavities,
and their mean and standard deviation is indicated in red.

of the RF-spectra,

SPR =
〈Ŝ(f, td)〉2f,td
〈Ŝ2(f, td)〉f,td

. (2.9)

These two quantities were extracted from measurements with five different microlasers

per geometry and are plotted in Fig. 2.10. The results confirm the observations in the

previous paragraph: the D-cavity microlasers have the overall weakest and rarest instabil-

ities, followed by the stadium, which confirms the results in Ref. [4]. Limaçon and ellipse

microlasers have much stronger and more frequent instabilities than D-cavities and stadia,
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and the ellipse is clearly the most unstable case. The square cavities, in contrast are about

as stable as D-cavities and stadia, though instabilities appear a bit more frequently for the

square.

In conclusion, our experimental results demonstrate a very strong influence of the cav-

ity geometry on the formation of spatio-temporal instabilities. Both the overall RF-power

and the frequency of occurrence of instabilities varies by several orders of magnitude as a

function of the resonator shape. However, we find that the type of classical ray dynamics

is not the relevant criterion whether instabilities are strong or weak. D-cavity, stadium and

Limaçon all feature chaotic ray dynamics, but have very different strengths of instabilities.

Interestingly, the stadium microlasers are a bit less stable than the D-cavities even though

their ray dynamics and the structure of their wave function is very similar. The ellipse cav-

ities with integrable ray dynamics exhibits by far the strongest instabilities, but the square

microlasers are quite stable, similar to D-cavities and stadia. So both microlasers with

chaotic and integrable ray dynamics can exhibit strong instabilities or suppress them. It is

interesting to note that the resonators featuring WGMs, Limaçon and ellipse, have by far

the strongest and most frequent instabilities. This leads us to suspect that the spatial local-

ization and/or the particular fine structure of WGMs are responsible for destabilizing the

lasing dynamics. We continue by analyzing the spatial and temporal scales of the lasing

dynamics which also exhibit a significant dependency on the cavity geometry.

2.3.5 Temporal and spatial scales of lasing dynamics

The complex spatio-temporal dynamics of semiconductor lasers can exhibit various tem-

poral and spatial scales due to different dynamical processes, and experimental data in-

evitably includes noise as well. A useful mathematical tool to analyze and separate these

effects is the singular value decomposition (SVD), also called Karhunen-Loeve decompo-

sition, which has been previously applied to broad-area FP lasers [20, 92]. We apply the
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SVD to analyze the emission fluctuations of the microlasers as explained in the following.

The SVD is calculated separately for each measured streak image I(x, t). We sub-

tract the time-average from the streak image normalized by 〈I(x, t)〉x,t = 1 to obtain the

normalized emission fluctuations

δI(x, t) = I(x, t)− 〈I(x, t)〉t (2.10)

and then calculate the SVD which allows to express δI in the form

δI(x, t) =
∑
α

sαuα(x)vα(t) (2.11)

where the sα are the singular values (SVs), uα(x) and vα(t) are the normalized spatial

and temporal singular vectors, and α is the index. By convention we order the SVs in

descending order, i.e., s1 is the biggest SV, and only the first 300 SVs are used in the

following since the following ones only represent noise. We call each term in Eq. (2.11) a

singular component (SC), and the product uα(x)vα(t) is its spatio-temporal matrix which

displays the fluctuation pattern of the SC.

It is important not to confound individual SCs with specific lasing modes or dynam-

ical structures like a filament. By construction the SVD allows to approximate a streak

image with a minimal number of spatio-temporal matrices that are separable in space and

time. But often the fluctuation patterns caused by a filament or spatio-temporal speckle

are themselves not separable and hence require a number of singular components to be

well reproduced. In spite of these shortcomings the SVD is very useful since it allows to

determine how much fluctuation power is exhibited in different spatial and temporal scales

and furthermore allows to remove measurement noise [2].

The spatial (temporal) scale of a singular component is determined from the autocor-
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Figure 2.11: Singular value decomposition for a single streak image of a Limaçon
microlaser. (a) Streak image at td = 1780 ns. (b) Scatter plot of singular values as
function of the correlation times and lengths. The singular components presented in panels
(c)–(f) are indicated by the black circle, square, upwards triangle and downwards triangle,
respectively. (c) Spatio-temporal matrix for singular component α = 1, (d) α = 2, (e) α =
45 and (f) α = 300.

relation function of the spatial (temporal) singular vector,

Cα(∆x) = 〈uα(x)uα(x+ ∆x)〉x ,

Cα(∆t) = 〈vα(t)vα(t+ ∆t)〉t .
(2.12)

We define the correlation length lα (correlation time tα) of a SC as the full-width at half

maximum (FWHM) of the spatial (temporal) autocorrelation function.

Figure 2.11 exemplifies the SVD for a single streak image of a Limaçon microlaser

exhibiting strong instabilities. The scatter plot of the singular values as function of the

correlation time and length in Fig. 2.11(b) shows a strong correlation between the SV

and the correlation time (and length), i.e., the stronger SCs generally feature longer time

scales. The spatio-temporal matrices of the two strongest SCs are shown in Figs. 2.11(c)

and (d). The first SC α = 1 in Fig. 2.11(c) reveals an antiphase oscillation with t1 = 3.1 ns

and l1 = 16.8 µm that is hidden below fluctuations on shorter time scales in the original

streak image [Fig. 2.11(a)]. The second SC α = 2 in Fig. 2.11(d) represents these faster
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fluctuations which are in-phase and feature a much shorter time scale of t2 = 0.13 ns and

a correlation length of only l2 = 2.8 µm. It should be noted that antiphase oscillations on a

nanosecond time scale are a dynamical feature only observed for the Limaçon microlasers.

The strongest SCs typically correspond to the lasing instabilities that we are interested in

and allow to separate these from other processes on shorter timescales.

The SC α = 45 in Fig. 2.11(e) has an even shorter correlation time of t45 = 32.8 ps

and a correlation length of l45 = 0.72 µm. These are close to the temporal resolution

of the streak camera (about 30 ps) and the spatial resolution of the optical setup (about

0.8 µm). The SCs with intermediate singular value in this region mainly represent the

spatio-temporal speckle that is inevitably created by multimode interference [2, 3]. There-

fore the spatial profile of the SC has the same shape as the near-field intensity distribution

of the Limaçon microlaser [Fig. 2.6(a)]. It should be noted that the multimode interference

creates fluctuations on even shorter time scales, determined by the total width of the opti-

cal spectrum, which we can however not resolve with the streak camera [3]. The weakest

SC (α = 300) in Fig. 2.11(f) has a correlation time of t300 = 9.96 ps and a correlation

length of l300 = 0.29 µm. The spatio-temporal matrix shows no particular pattern and is

extended over the whole streak image. The SCs in this region represent the camera noise,

and the correlation time and length are of the order of a single pixel.

These examples demonstrate how the SVD allows a better understanding of the strength,

spatial and temporal scales of instabilities. Additionally the SVD often enables a rough

separation between the lasing instabilities, fluctuations created by spatio-temporal speckle

and measurement noise thanks to their different time scales. However, some SCs are of

course in transition regions between these three cases, and lasing instabilities cannot al-

ways be clearly distinguished from spatio-temporal speckle.

Figure 2.12 presents the ensemble of SVs of all 161 streak images for ten different mi-

crolasers. These are the same microlasers as in Fig. 2.8, where the top row shows relatively
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Figure 2.12: Various sptio-temporal intensity fluctuation scales of different micro-
lasers. Scatter plots of the singular values as function of the correlation times and lengths
for (a, b) D-cavity, (c, d) stadium, (e, f) Limaçon, (g, h) ellipse and (i, j) square micro-
lasers. The singular values of all 161 streak images are shown for each microlaser. The
data presented here is for the same microlasers as in Fig. 2.8. Please note the logarithmic
scales for time, length and singular values. The red circles indicate the temporal and spa-
tial resolution of the measurement setup, and the red crosses indicate the time and spatial
scale of a single streak camera pixel.

stable and the bottom row the most unstable microlasers for each shape, respectively. All

scatter plots show a stem of low SVs in the range of 0.01–0.1 ns. As explained above, these

SCs are attributed to spatio-temporal speckle and noise since their correlation lengths and

times are in the range from the camera pixel scale (indicated by red crosses) to somewhat

beyond the measurement resolution (indicated by red circles).

The cavity-specific lasing instabilities manifest in the high SVs in the region & 0.1 ns,

and we can now analyze how their temporal and spatial scales depend on the cavity shape.

The D-cavity and stadium microlasers shown in Fig. 2.12(b) and (d) exhibit instabilities

with length scales of a few micron and time scales of a few 100 ps. In contrast, the

D-cavity and stadium microlasers in Figs. 2.12(a) and (c) exhibit practically no singular

components in this region since their dynamics is almost completely stable. The ellipse

and Limaçon microlasers shown in Figs. 2.12(e)–(h) feature an almost continuous ensem-
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ble of strong SCs in the range5 of 0.1–5 ns with correlation lengths of about 2–20 µm.

The whispering gallery resonators thus exhibit instabilities with a wider range of spatial

and temporal scales than the other cavity geometries. The Limaçon and ellipse micro-

lasers in Figs. 2.12(e) and (g) display fewer and weaker, but nonetheless significant, SCs

in this region compared to those in Figs. 2.12(e) and (g), that is, their dynamics is less un-

stable. However, we find that all Limaçon and ellipse microlasers have significant lasing

instabilities [cf. Fig. 2.10]. The square microlaser presented in Fig. 2.12(j) exhibits strong

SCs with correlation times around 0.1 ns and correlation lengths around 2 µm, that is, the

scales of the instabilities are quite close to that of the spatio-temporal speckle which makes

a clear distinction difficult. The square microlaser in Fig. 2.12(i) displays quite stable dy-

namics, and thus there are only a few moderately strong SCs in this region, which makes

the distinction from spatio-temporal speckle even harder.

Next we quantify how the power of intensity fluctuations is distributed among different

temporal scales. We define different correlation time intervals [tj, tj+1] on a logarithmic

scale and then calculate the total power of fluctuations in each interval as [2],

P
(j)
fluc =

∑
tα∈[tj ,tj+1]

s2
α . (2.13)

The resulting distributions are furthermore averaged over all five microlasers for each

shape and presented in Fig. 2.13. The results confirm the discussion of Fig. 2.12 in the

previous paragraphs. All cavity shapes exhibit significant fluctuations with correlation

times below 0.1 ns due to spatio-temporal speckle and noise. For D-cavity and stadium

microlasers [Figs. 2.13(a) and (b)], almost the entire additional fluctuation power is on

time scales below 1 ns. For the square microlasers, the time scales are even shorter,

mostly . 0.1 ns. The Limaçon and ellipse microlasers [Figs. 2.13(c) and (d)], in con-

5Since the streak images are 10 ns long, correlation times above 5 ns cannot be detected.
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Figure 2.13: Distributions of temporal fluctuation scales of lasing dynamics. Integrated
fluctuation power determined from SVD as function of the correlation time for (a) D-
cavity, (b) stadium, (c)Limaçon, (d) ellipse and (e) square microlasers. The average over
five cavities per shape and 161 streak images per microlaser is shown. Please note the
logarithmic time and power scale.

trast, also exhibit a lot of fluctuation power in instabilities with longer time scales up to a

few nanoseconds. Interestingly, the distribution for the Limaçon microlasers [Fig. 2.13(c)]

shows a dip between 0.1 and 1 ns. This could mean that the Limaçon cavities exhibit two

different types of instabilities with different time scales [cf. Figs. 2.11(c) and (d)]. We

furthermore suspect that the fluctuations on nanosecond scales are related to the existence

of near-degenerate doublets of modes, a feature that is found for Limaçon and ellipse res-

onators, but not the other shapes. However, we cannot confirm this hypothesis since we

do not know the actual mode splitting frequencies of our microlaser cavities.

In summary, our analysis of the spatio-temporal measurements shows that the cavity

shape strongly affects not only the strength, but also the typical time and length scales of

the spatio-temporal instabilities. The measurement data for different cavities of the same

shape is overall very consistent, which confirms that the different dynamical properties we

observe are indeed related to the resonator geometry. In the following section we try to

obtain a better understanding of the relation between cavity shape and lasing dynamics

by analyzing the simulated passive cavity modes in greater detail since we believe that

the spatial structure of the lasing modes plays a key role in the nonlinear light-matter

interaction that causes instabilities [4]. Gaining a good understanding of this relation may

ultimately enable us to tailor the laser dynamics based on ray-dynamical principles since
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the relations between classical dynamics and mode structure are fairly well understood for

dielectric resonators [33, 34, 67].

2.4 Analysis of passive cavity modes

Evidently the spatio-temporal instabilities we observe are caused by multimode interac-

tion. However, all of the microlasers investigated here operate in a multimode regime, but

nonetheless display very different levels of instability. As the resonator geometry plays

a very significant role, we infer that the spatial structure of the lasing modes strongly in-

fluences the interaction of optical field and active medium, and we set out to elucidate

how different aspects of the mode structure are related to the formation or suppression of

instabilities. Since the spatial structure of the lasing modes agrees well with our passive

cavity mode simulations as shown in Fig. 2.6 and Ref. [5], we conclude that effects like

carrier-induced index changes do not qualitatively affect the mode structure and we can

thus base our analysis on the passive cavity mode simulations with surface roughness.

We concentrate on two aspects of the mode structure, the degree of spatial localiza-

tion and the fine structure size of the intensity distributions, for the following reasons. In

general, the appearance of modulational instabilities in nonlinear media (which cause, for

example, filamentation in Fabry-Perot type broad-area lasers) is related to the energy den-

sity and the transverse wavelength of the perturbation [23, 93]. First, whispering gallery

resonators like the Limaçon and ellipse exhibit spatially localized modes which signifi-

cantly increase nonlinear interactions [94]. In addition, the spatial localization plays an

important role for self and cross saturation effects in the gain competition [59, 69]. This

can potentially explain the rather strong instabilities of the Limaçon ellipse microlasers.

Second, perturbations of the optical field with a sufficiently small transverse wavelength

do not grow exponentially, hence causing no instabilities [23, 93]. This is consistent with
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the low fluctuation power we observe for D-cavity, stadium and square microlasers which

all feature fine-grained intensity distributions. In the following we investigate the degree

of spatial localization as well as the structure size for the different cavity geometries more

quantitatively, discuss how they are related to the classical ray dynamics, and correlate the

results with the strength of instabilities observed in experiments.

2.4.1 Spatial localization

As a measure for the degree of spatial localization, we calculate the average modal area of

the lasing modes of cavities with surface roughness, where the lasing modes are calculated

at 10 times the lasing threshold using SPA-SALT (cf. Section 2.2.4). The modal area Aµ

of a single wave function Ψµ with intensity distribution Iµ(~r) = |Ψµ(~r)|2 is given by its

participation ratio

Aµ =
[
∫
dA Iµ(~r)]2∫
dA [Iµ(~r)]2

, (2.14)

where the integrals are over the interior of the resonator. Then we calculate the weighted

average over the lasing modes,

〈A〉 =

∑
µ PµAµ∑
µ Pµ

, (2.15)

where Pµ is the power of mode µ at 10 times the threshold, to obtain the average modal

area. The results as a function of the cavity shape and for three different roughness realiza-

tions each are presented in Fig. 2.14. For comparison, the modal area of a homogeneous

speckle pattern, which is equal to one half the resonator area, is indicated by the black

dashed line.

The average modal area varies significantly with the resonator geometry. We observe a

clear qualitative correspondence of the modal area and the strength of lasing instabilities in

Fig. 2.10: the D-cavity, stadium and square resonators have high modal areas close to the
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Figure 2.14: Effective area of lasing modes. Average modal areas 〈A〉 of lasing modes
for (a) D-cavity, (b) stadium, (c) Limaçon, (d) ellipse and (e) square microlasers. The
mean and standard deviation of the average modal area [Eq. (2.15)] for three roughness
realizations is indicated. The dashed black line indicates one half of the cavity area.

maximum indicated by the black dashed line, and their dynamics is quite stable. On the

other hand, the Limaçon and ellipse cavities feature much lower modal areas, which goes

along with very unstable spatio-temporal dynamics. These results indicate that the degree

of spatial localization plays indeed an important role in the dynamics, where highly local-

ized lasing modes appear to favor the formation of instabilities. However, we do not find a

clear quantitative correlation: for example, the Limaçon and ellipse cavities have roughly

the same modal area, but the integrated RF-power for the ellipse microlasers [Fig. 2.10(a)]

is approximately one order of magnitude higher than for the Limaçon microlasers. Evi-

dently other factors apart from the modal area influence the lasing dynamics as well, and

we hence investigate the fine structure size of the lasing modes in the following.

2.4.2 Structure size of intensity distributions

Due to the principle of ray-wave correspondence, the resonator shape has a significant

influence on the structure of the wave functions. Figure 2.15(a) shows typical examples of

45



wave functions of rough cavities. While we already discussed the general structure (e.g.,

degree of spatial localization, existence of whispering gallery modes) in the context of the

classical ray dynamics, we now investigate the fine structure in greater detail.

Figure 2.15(b) shows magnified parts of the wave functions which show significant

differences in the fine structure for the different resonator shapes. D-cavity and stadium

wave functions [Figs. 2.15(b1) and (b2)] show seemingly random and isotropic patterns

with intensity variations on the scale of the in-medium wavelength. The fine structure

for the square [Figs. 2.15(b5)] is quite similar, but somewhat more regular with a pattern

oriented along the diagonals. For the Limaçon and ellipse [Figs. 2.15(b3) and (b4)], in

contrast, the fine structure is anisotropic, that is, the patches of high intensity around local

maxima are significantly elongated in one direction. This effect is particularly pronounced

for the ellipse. Interestingly, the short axes of these patches are roughly parallel to the

cavity boundary, and thus parallel to the whispering-gallery type trajectories following the

boundary [cf. Figs. 2.2(c) and (d)] on which the high-Qmodes are based. Thus it looks like

the wave functions of Limaçon and ellipse resonators have a large “transverse wavelength”

in much the same way that a lens or objective with low numerical aperture yields a broad

spot (compared to the wavelength) when used to focus a light beam because rays with

large angles with respect to the optical axis are lacking. In contrast, the ray trajectories for

D-cavity, stadium and square are far less directional [Figs. 2.2(a), (b) and (e)], i.e., there is

no dominant propagation direction in any given point, and hence the patches are smaller

and more isotropic.

To quantify the typical extent of the patches of high intensity, that is, the fine structure

size, we calculate the spatial autocorrelation (AC) function around a point ~r0 = (x0, y0),

Csp(∆~r) =

x0+δx∫
x0−δx

dx

y0+δy∫
y0−δy

dy I(~r)I(~r + ∆~r) , (2.16)
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Figure 2.15: Structure size and local directionality of wave functions. (a) Typical high-
Qwave functions of cavities with surface roughness. (b) Magnification of a 2×2 µm large
part of the intensity distributions. The magnified parts are indicated by the white boxes
in panel (a). (c) Half-maximum contour line of the spatial autocorrelation function (blue
solid lines) of the magnified parts in panel (b), ellipse fit to the contour line (red dashed
lines) and polar plot of the wavelet amplitude |wµ(~r0, θ)| (directionality diagram) in the
central point ~r0 of the magnified part (green dotted lines). (d) Map of local directionality
dµ(~r) for the wave functions in panel (a).
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where I(~r) = |Ψ(~r)|2 is the intensity distribution of the mode, ∆~r = (∆x,∆y)T , δx =

δy = 1 µm (i.e., the integral is over a 2× 2 µm large region), and the AC function is nor-

malized to Csp(~0) = 1. The central maximum of the AC function can have a more circular

or elongated shape depending on whether the intensity distribution is more isotropic or

anisotropic. Its shape, size and orientation are a good measure of the local fine structure

of the intensity distribution.

We determine its size as follows: we extract the half-maximum contour line where

Csp = 1/2 around ∆~r = (0, 0)T [blue solid lines in Fig. 2.15(c)] and fit an ellipse to it

[red dashed lines in Fig. 2.15(c)]. We define the local structure size sloc in point ~r0 as the

major diameter of the fitted ellipse, which can be regarded as a generalization of the spatial

structure size. The structure size sµ of mode µ is then obtained by the intensity-weighted

average of the local structure size in the interior of the resonator,

sµ =

∫
dA Iµ(~r)sloc(~r)∫

dA Iµ(~r)
. (2.17)

Finally we calculate the weighted average for the lasing modes with power Pµ obtained

from SPA-SALT simulations at 10 times the threshold to obtain the average structure size

〈s〉 =

∑
µ Pµsµ∑
µ Pµ

(2.18)

of a resonator.

The average structure size for the different cavity shapes is presented in Fig. 2.16(a).

Whereas the D-cavity, stadium and square cavities all exhibit a small structure size of

about 0.1 µm, that of the Limaçon and ellipse cavities is more than two times larger due

to the anisotropic fine structure of their WGMs [see Figs. 2.15(b3) and (b4)]. Before we

discuss the relation between the structure size and the lasing dynamics, we investigate the

local directionality of the wave functions in order to better understand the dependency of
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Figure 2.16: Spatial structure sizes of lasing modes. (a) Average structure size 〈s〉
and (b) average directionality 〈D〉 of lasing modes as a function of cavity shape. The
red symbols and error bars indicate the mean and standard deviation for three different
roughness realizations.

the structure size on the cavity shape and the directionality of wave propagation.

The wave functions of wave-chaotic resonators can be considered as a superposition of

many plane wave components [61], which corresponds to the ray trajectories in a chaotic

billiard propagating in all possible directions. This is revealed by calculating the spatial

Fourier transform of the wave functions. We are particularly interested in the wave propa-

gation directions in small regions of the resonator because it is the local directionality that

determines the structure size of the intensity distributions. The ray trajectories in Fig. 2.2

49



demonstrate that the classical dynamics can be more (e.g., for Limaçon and ellipse) or less

directional (e.g., for D-cavity and stadium) on a local level depending on the cavity shape.

However, the spatial FT does not yield any spatially-resolved information.

Instead, we use the wavelet transform of the wave functions Ψµ which can be consid-

ered a local Fourier transform [95]. The wavelet transform is defined as

wµ(~r, θ) =

∫
d~r ′Ψ∗(~r ′)Ψ̂(~r ′ − ~r, θ) , (2.19)

where Ψ̂ is the Morlet wavelet,

Ψ̂(~r, θ) = exp(−ikMxR − x2
R/(2σ

2)− y2
R/σ

2) . (2.20)

The rotated coordinate frame (xR, yR) is given by

xR = x cos θ + y sin θ

yR = −x sin θ + y cos θ
(2.21)

where θ is the azimuthal angle with respect to the x-axis and kM = 2πn/λ is the in-

medium wavenumber of the mode Ψµ. The width σ of the Morlet wavelet we use is

σ = 1.18 µm, and thus |wµ(~r, θ)| yields the amplitude of waves propagating in direction θ

in a small region with approximate diameter 2σ around ~r.

We start by looking at the wavelet amplitude |wµ| as function of θ in a single point,

which we call directionality diagram in the following. Examples for the center points of

the magnified parts in Fig. 2.15(b) are shown as dotted green lines in Fig. 2.15(c). The

directionality diagrams for D-cavity and stadium [Figs. 2.15(c1) and (c2)] show many dif-

ferent propagation directions with a large range of angles. Consequently, the half-contour

lines of the spatial AC function (blue solid lines) are almost circular and the local stucture
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size small. For the Limaçon and ellipse resonators [Figs. 2.15(c3) and (c4)], the direc-

tionality diagram features strong components in the directions approximately parallel to

the cavity boundary, which is in good correspondence to the classical whispering-gallery

trajectories [Figs. 2.2(c) and (d)]. These directions are roughly perpendicular to the long

axis of the half-contour lines, which confirms that the long diameters of the contour lines

can be considered as a measure of the transverse wavelength. It should be noted that the

directionality diagram for the ellipse is more concentrated than for the Limaçon cavity, and

correspondingly the major ellipse diameter for the ellipse is larger as well. This is probably

due to the integrable ray dynamics of the ellipse which limits the possible propagation di-

rections of rays more than for the chaotic ray dynamics of the Limaçon. The directionality

diagram of the square [Fig. 2.15(c5)] is dominated by four double-peaked lobes along the

diagonals which correspond to the 8 plane wave components of which the wave functions

of dielectric square resonator consist [80, 81]. So while the wave propagation is more di-

rectional than for D-cavity and stadium, the half-contour line is nonetheless circular since

the propagation directions are distributed equally, resulting in a small structure size.

Next we quantify the directionality of wave propagation more globally. First, we define

the local directionality dµ of mode µ in point ~r as the inverse participation ratio of the

directionality diagram,

dµ(~r) =

∑
i |wµ(~r, θi)|4

{
∑

i |wµ(~r, θi)|2}2
, (2.22)

where the summation goes over 360 directions θi in the range of 0◦ to 360◦. Maps of the

local directionality for the wave functions in Fig. 2.15(a) are presented in Fig. 2.15(d). The

highest local directionalities are found for the Limaçon and ellipse resonators [Figs. 2.15(d3)

and (d4)], whereas the local directionality is on average lower and more homogeneous for

the D-cavity, stadium and square resonators [Figs. 2.15(d1), (d2) and (d5)] as expected

from their ray dynamics. Second, we calculate the directionality Dµ of mode µ as the
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average of the local directionality dµ weighted by its intensity distribution Iµ(~r),

Dµ =

∫
dA Iµ(~r)dµ(~r)∫
dA Iµ(~r)

. (2.23)

Finally we calculate the average directionality 〈D〉 of a cavity as the power-weighted av-

erage over the lasing modes

〈D〉 =

∑
µ PµDµ∑
µ Pµ

(2.24)

with Pµ the lasing mode power at 10 times the lasing threshold calculated via SPA-SALT.

The results for the average directionality of the different cavity shapes are shown in

Fig. 2.16(b), which are strongly correlated with the average structure size in Fig. 2.16(a).

The Limaçon and ellipse cavities have clearly the highest directionality as expected from

their ray dynamics, which explains their significantly higher structure size compared to the

other three cavities. This confirms our understanding of how classical ray dynamics, the

local directionality of wave propagation and the local structure size of wave functions are

related, which will serve as a guide to tailoring the local structure size of the lasing modes

via the cavity shape.

Let us finally compare the structure size and directionality of lasing modes of differ-

ent cavity shapes with the strength of lasing instabilities summarized in Fig. 2.10. A large

structure size caused by high directionality is clearly correlated with strong lasing instabil-

ities. In particular it should be noted that the ellipse has an even larger structure size than

the Limaçon which can explain why the RF-power of instabilities is significantly higher

for the ellipse. The D-cavity and stadium have almost equally small structure size, which

goes along with the low overall strength of their instabilities. Though D-cavity and sta-

dium are very similar in almost all respects, the structure size of the stadium is a bit larger

compared to the D-cavity, and the stadium exhibits a bit stronger instabilities as well. The

square also has low structure size and weak instabilities, but a detailed comparison shows
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that while the structure size of the square is equal to that of the D-cavity, its instabilities

are somewhat stronger. In conclusion, the structure size seems to be a very good predictor

for the strength of lasing instabilities, but we do not observe a precise and quantitative

correlation between these two properties.

We find that both the degree of spatial localization and the structure size are correlated

with the strength of lasing instabilities at least on a qualitative level. This confirms our con-

jectures about the relations between wave function structure and formation of instabilities

formulated at the beginning of this section. However, we cannot conclude which aspect is

more or less important, or make more quantitative predictions about the lasing dynamics.

This will require to look beyond the passive cavity modes and perform comprehensive

simulations with a detailed model of semiconductor laser dynamics for asymmetric cav-

ities. Still our results and analyses yield important insights into the relation between ray

dynamics, passive cavity modes, and lasing dynamics.

2.5 Discussion and conclusion

In this chapter, we perform a comprehensive experimental study of the spatio-temporal

dynamics of asymmetric cavity semiconductor microlasers. Five different cavity shapes

featuring different types of ray dynamics and spatial structures of the lasing modes are

investigated, and the experimental observations are complemented by a detailed analysis

of the passive cavity modes. The cavity shape has a significant impact on the strength

and frequency of occurrence of instabilities even in the presence of a small amount of

surface roughness. We find that two properties appear to determine the strength of lasing

instabilities: the degree of spatial localization and the fine structure size of the intensity

distributions, where spatially extended modes with fine-grained structure lead to more sta-

ble lasing dynamics while localized modes with larger structure size such as WGMs cause
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more unstable dynamics. The structure size of the modes is related to the local direc-

tionality of the ray dynamics, an aspect that has not been studied so far. Understanding

the relations between the structure of modes and classical ray dynamics will consequently

enable us to engineer the lasing dynamics via the cavity shape. However, it should be em-

phasized again that not the type of classical dynamics (integrable or chaotic) is important,

but how the ray dynamics manifests in the structure of the modes. Furthermore we observe

that the spatial and temporal scales of the lasing dynamics also depend on the resonator

geometry, though the reasons for this are not yet completely understood.

In conclusion, we establish the resonator geometry as an additional, powerful design

parameter to control the degree of stability as well as the time and length scales of the

spatio-temporal dynamics of semiconductor lasers. The advantage of modifying the cav-

ity shape to change the laser dynamics compared to conventional methods like optical

injection and time-delayed feedback is that it enables compact devices that can be readily

integrated on chip. Potential applications are the development of broad-area lasers with

stable dynamics for high-power applications as well as compact lasers featuring broad-

band chaos for chaos-based applications.
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Chapter 3

Electrically-pumped semiconductor
lasers with low spatial coherence

3.1 Introduction

1As discussed in Chapter 2, tailoring the cavity shape impacts the behavior of multimode

semiconductor lasers. However, the asymmetric cavity geometries we have explored, par-

ticularly wave-chaotic cavities like a D-shaped cavity, lack a preferential direction of laser

emission. Here a question arises: is it possible to attain the lasing of many spatial modes

while maintaining a narrow output beam divergence? In Chapter 3, we optimize the cavity

geometry for the maximal number of spatial lasing modes with directional emission of

laser output. Instead of chaotic ray dynamics with no preferential direction of ray trajec-

tories, we explore the cavities with integrable ray dynamics and focus on the stable cavity

configuration. In contrast to many previous works to achieve single-mode lasing from con-

ventional semiconductor lasers, we aim to enhance the number of transverse lasing modes,

reducing the spatial coherence of the laser emission. Such a highly multi-transverse-mode

1The chapter material is primarily taken from reference [1]: Reproduced from Kyungduk Kim, Stefan
Bittner, Yongquan Zeng, Seng Fatt Liew, Qijie Wang, Hui Cao, “Electrically pumped semiconductor laser
with low spatial coherence and directional emission”, Appl. Phys. Lett., vol. 115, 071101 (2019), with the
permission of AIP Publishing.
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laser with low spatial coherence will facilitate applications of reducing coherent artifacts

in imaging.

The high spatial coherence of conventional lasers can introduce coherent artifacts

due to uncontrolled diffraction, reflection and optical aberration. A common example

is the speckle formed by the interference of coherent waves with random phase differ-

ences [96, 97]. Speckle noise is detrimental to full-field imaging applications such as dis-

plays [98], microscopy, optical coherence tomography, and holography [91]. It also poses

as a problem for laser-based applications like material processing, photolithography, and

optical trapping of particles.

Various approaches to mitigate speckle artifacts have been developed. A traditional

method is to average over many independent speckle patterns generated by a moving dif-

fuser [99, 100], colloidal solution [101], or fast scanning micromirrors [102]. However, the

generation of a series of uncorrelated speckle patterns is time-consuming and limited by

the mechanical speed. A more efficient approach is to design a multimode laser that gener-

ates spatially incoherent emission, thus directly suppressing speckle formation [14]. Low

spatial coherence necessitates lasing in numerous distinct spatial modes with independent

oscillation phases. For example, a degenerate cavity [10, 103, 104] allows a large number

of transverse modes to lase, but the setup is bulky and hard to align. Complex lasers with

compact size such as random lasers [105–108] have low spatial coherence and high photon

degeneracy, but are mostly on optically pumped. For speckle-free imaging applications,

wave-chaotic semiconductor microlasers [109] have the advantages of electrical pumping

and high internal quantum efficiency. However, disordered or wave-chaotic cavity lasers

typically have no preferential emission direction, and the poor collection efficiency greatly

reduces their external quantum efficiency. Our goal is creating an electrically pumped mul-

timode semiconductor microlaser without disordered or wave-chaotic cavity to combine

low spatial coherence and directional emission.
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Moreover, the speed of speckle suppression is crucial for imaging applications. For

instance, time-resolved optical imaging to observe fast dynamics requires speckle-free im-

age acquisition with a short integration time, so the oscillation phases of different spatial

lasing modes must completely decorrelate during the integration time to attain decoher-

ence. The finite linewidth ∆ν of individual lasing modes leads to their decoherence on a

time scale of 1/∆ν. The frequency difference between different lasing modes can lead to

even faster decoherence. For example, the emission from many random lasing modes with

distinct frequencies exhibits low spatial coherence already within ten nanoseconds [110].

The decoherence time was measured for a solid-state degenerate cavity laser [111]. The in-

tensity contrast of laser speckle is reduced by the dephasing between different longitudinal

mode groups in tens of nanoseconds, but complete decoherence requires a few microsec-

onds due to the small frequency spacing between transverse modes. We aim to further

shorten the decoherence time by utilizing the larger mode spacings in a semiconductor

microlaser.

3.2 On-chip stable cavity laser

Here we design an electrically-pumped chip-scale semiconductor laser with spatially inco-

herent and directional emission. The emission from conventional broad-area semiconduc-

tor lasers with flat end mirrors exhibits a good directionality. However, lasing occurs only

in a few transverse modes since the high-order transverse modes have large divergence

angles and hence experience severe losses [112, 113]. To lower the spatial coherence,

we need to increase the number of transverse lasing modes. With curved end mirrors,

the losses of high-order transverse modes can be reduced. We consider two-dimensional

(2D) symmetric cavities with two circular concave mirrors with radius of curvature Rc as

shown in Fig. 3.1(a). The mirrors are separated by the cavity length L. The geometry
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Figure 3.1: Schematic of on-chip stable cavity laser. (a) 2D symmetric stable cavity
defined by two concave circular mirrors with radius of curvature Rc and distance L. The
cavity widthW is the distance between two extremities of a curved mirror. Rays impinging
on the cavity boundary are described by coordinates (s, χ), where s is the coordinate along
the curved boundary, and χ is the angle of incidence with respect to the surface normal.
(b) The spatial intensity profile of a high-order transverse mode in a stable cavity. (c)
Non-axial orbits that lead to non-directional emission. (d) Three-dimensional sketch of
the on-chip stable cavity with directional emission. The lasing modes are based on the
axial orbit and thus have directional emission. The shape of the top metal contact matches
the spatial profile of high-order transverse modes to ensure their spatial overlap with gain.

of the cavity is determined by the parameter g = 1 − L/Rc, which is known as cavity

stability parameter. If Rc is larger than L/2, or g is within the range (−1, 1), the cavity

is called stable in the sense that rays starting near the cavity axis stay close to it and will

remain inside the cavity [114]. In the paraxial limit, the resonances in the stable cavity are

described by Hermite-Gaussian modes, which have different transverse profiles depending

on the transverse mode number m. Figure 3.1(b) shows the spatial intensity profile of a

high-order transverse mode with m = 10.

Reducing the speckle contrast C = 1/
√
M to below the level of human percep-

tion ' 0.03 [115, 116] requires M ∼ 1000 transverse modes to lase simultaneously

and independently. Previous designs of stable cavity semiconductor lasers with curved
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facets [47, 48, 117] exhibited less than 10 transverse lasing modes. The challenge is to

increase the number of transverse lasing modes by two orders of magnitude. To accom-

modate higher order transverse modes, we increase the cavity width W . For directional

emission, all lasing modes must be based on the axial orbit, which is formed by a ray

traveling back and forth along the cavity axis between the two mirrors. However, modes

based on non-axial orbits like those in Fig. 3.1(c) can appear in wide cavities, yielding

non-directional emission. We eliminate the reflecting surfaces at the lateral sides [black

dashed lines in Fig. 3.1(c)], to suppress the non-axial modes based on the periodic orbits

with bounces from the sidewalls, such as the diamond orbit [48, 117]. In addition, we set

W = L/
√

2 to avoid the rectangle orbits in the stable cavity. A schematic of our design is

shown in Fig. 3.1(d).

3.3 Fine tuning of the cavity geometry

3.3.1 Calculating passive resonances

To maximize the number of transverse modes with similarly high Q factors, we optimize

the cavity shape by fine tuning Rc while keeping L and W fixed. We calculate the cavity

resonances with the COMSOL eigenfrequency solver module. The cavity resonances are

the solutions of the scalar Helmholtz equation

[∇2 + k2n2(x, y)]Hz(x, y) = 0 (3.1)

with outgoing wave boundary conditions where k is the free-space wave number, n is the

refractive index, and Hz is the z-component of the magnetic field. The cavity length is

L = 20.0 µm and the transverse width W = L/
√

2 = 14.1 µm, which is the maximum

width for that the rectangle orbit is avoided [see Fig. 3.1(c)]. The refractive index of the
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Figure 3.2: High-Q modes in passive cavities of different geometries. (a) Calculated
quality factors and wavelengths of resonances in concentric (g = −1), near-concentric
(g = −0.74), and confocal (g = 0) cavities. The upper dashed lines indicate the maximum
Q factor Qmax. The lower dashed line is 0.8Qmax, the lower limit of high-Q modes in our
consideration. Blue dots are modes based on the axial orbit and red squares are modes on
a non-axial orbit. (b) Examples of modes based on the axial mode (left) and the non-axial,
V-shaped orbit (right).

cavity n = 3.37 corresponds to the effective refractive index of the vertically guided mode

in the GaAs wafer used in the experiment. Transverse-electric (TE) polarization (electric

field parallel to the cavity plane) is considered since GaAs quantum wells have higher gain

for this polarization and the lasing modes are TE polarized.

Figure 3.2 shows the quality factors and wavelengths of cavity resonances in concentric

(g = −1), near-concentric (g = −0.74), and confocal (g = 0) cavities. We calculate the

Q-factor, Q ≡ kr/2ki, where k = kr − iki is the complex eigenvalue obtained from Eq.
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3.1. The fundamental transverse Hermite-Gaussian modes (m = 0) have the highest Q-

factors Qmax ' 433, which is equal to the Q-factor of a Fabry-Perot cavity with length

L,

Qmax =
2πνnL

c ln(1/R)
(3.2)

where ν is the vacuum frequency, R = [(1 − n)/(1 + n)]2 is the reflectivity of the cavity

facet for normal incidence. We consider the high-Q modes of Q ≥ 0.8Qmax, which are in

between the two horizontal dashed lines in Fig. 3.2).

The numerically calculated mode wavelengths agree well with the analytic expression

for the frequencies of Hermite-Gaussian modes [114],

νm,q =
c

2nL

[
q +

1

π

(
m+

1

2

)
arccos(g)

]
, (3.3)

where ν = c/λ is the frequency, c is the speed of light, n is the refractive index, L is

the cavity length, g is the cavity stability parameter, and (q,m) are the longitudinal and

transverse mode numbers, respectively. The deviations between numerical and analytic

mode wavelengths gradually grow as m increases and reach 0.04% for the highest-order

high-Q transverse mode (m = 23) in the near-concentric cavity. The deviations are larger

for the concentric cavity (g = −1), since it is at the border of the stability region where

Eq. 3.3 no longer holds.

In addition to the usual Hermite-Gaussian modes based on the axial orbit, modes based

on V-shaped orbits [see Fig. 3.2(b)] exist in confocal (g = 0) and near-confocal (g close to

0) geometries. These modes are indicated as red squares in Fig. 3.2(a), and in most cases

exhibit higher Q-factors than the axial modes since the V-shaped orbit experiences total

internal reflection at one mirror facet. Here we only consider the axial modes, excluding

the non-axial orbits which are undesirable due to their non-directional output.
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3.3.2 Maximizing high-Q modes
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Figure 3.3: Fine tuning of the cavity geometry to maximize the number of transverse
modes. (a), Dependence of quality factor Q on transverse mode number m for the opti-
mized near-concentric (g = −0.74), confocal (g = 0), and concentric (g = −1) cavities.
(b), Calculated spatial distributions of field amplitude (left) and corresponding Husimi
projections (right) for high-order transverse modes (m = 7) in confocal, concentric, and
near-concentric (g = −0.74) cavities. White solid lines in the left column represent the
curved cavity facets, and while dashed lines in right column mark the endpoints of the
facets.

Degenerate cavities with conventional mirrors can support transverse modes with nearly-

degenerate Q-factors thanks to their self-imaging property [9, 118]. As an example of a

degenerate cavity we consider the confocal geometry (g = 0). For the on-chip design with

dielectric interfaces as mirrors, however, the Q-factor decreases significantly as the trans-

verse mode number m increases as shown in Fig. 3.3(a). Figure 3.3(b) shows a typical

mode laterally confined to the cavity axis, resulting in negligible diffraction loss.
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We calculate its Husimi projection [64] from the overlap of its spatial field distribution

with a minimal-uncertainty wave packet impinging onto the cavity boundary. It visualizes

the angle of incidence χ of wave components at different positions s of the cavity boundary

[see Fig. 3.1(a)]. In Fig. 3.3(b), the high-intensity spots in the Husimi map indicates the

dominant wave components have nonzero angle of incidence onto the cavity mirrors. Asm

increases, wave components with increasingly higher incident angles appear. Thus high-

order transverse modes in the confocal cavity experience higher loss since the reflectivity

at a dielectric-air interface decreases with increasing χ for TE-polarized light, making the

confocal cavity unsuitable for multimode lasing.

To solve this problem we consider the concentric cavity (g = −1), which does not

have frequency degeneracy of its resonances. Since the concentric mirrors are part of

a circle, any ray passing through the cavity center hits the boundaries perpendicularly.

Indeed the Husimi projection in Fig. 3.3(b) is strongly localized at χ = 0 and thus the

angle-dependent reflectance is an insignificant loss mechanism. However, as the mode

profile exhibits a large divergence, light leaks out via diffraction from the endpoints of

the facets. These losses are evident in the Husimi projection from the high-intensity spots

just outside the cavity facet. Since the higher order transverse modes experience stronger

diffraction loss, the Q-factor decreases even more quickly with m than for the confocal

case as seen in Fig. 3.3(a).

We gradually vary g from -1 to 0 in search for the optimal geometry that supports the

largest number of high-Q transverse modes. Fig. 3.3(c) shows the number of transverse

modes, that are based on the axial orbit and have Q-factors exceeding 0.8 times the max-

imal Q-factor, as a function of g. The optimal geometry g = −0.74 is near concentric.

A slight deviation from the concentric shape makes the mode profiles laterally localized

to the cavity axis [see Fig. 3.3(b)]. Moreover, the Husimi projection shows high-intensity

spots centered at χ = 0, which indicates most wave components have almost normal inci-
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dence on the cavity facet. Therefore, the near-concentric geometry minimizes both losses

from angle-dependent reflectance and diffraction, resulting in the slowest decrease of Q

with m.

Scaling of the number of modes with the cavity size

When comparing different cavity geometries, we simulated small cavities with length L =

20 µm and width W = 14 µm to keep the computation time reasonably short. However,

the cavities used in experiments are much larger with L = 400–800 µm and W = 283–

566 µm, in order to increase the total number of transverse modes and lower the pump

current density to reduce heating. To verify that the optimal value of the stability parameter

g found in simulations holds for larger cavities, we perform simulations with aL = 40 µm-

long cavity.

Figure 3.4 shows the high-Q modes in two near-concentric cavities (g = −0.74) with

L = 20 µm and L = 40 µm. The ratio L/W =
√

2 is the same for both cavities.

The wavelengths and quality factors of the modes with relatively high Q are shown in

Fig. 3.4(a). The maximum Q-factor Qmax of the L = 40 µm and L = 20 µm cavities

are 867 and 433, respectively, as expected from Eq. 3.2. The shaded regions in Fig. 3.4(a)

indicate the high-Q regions of 0.8Qmax ≤ Q ≤ Qmax. The high-Q resonances of the

L = 40 µm-long cavity are more closely spaced than those of the L = 20 µm-long cavity

since the total number of resonances is proportional to the area of the cavity.

Figure 3.4(b) shows the dependence of the Q-factors on the transverse mode number

m for the near-concentric cavities (g = −0.74) for L = 20 µm and L = 40 µm. The

Q-factors decrease approximately linearly with m, where the slope of the decrease for

the L = 40 µm-long cavity is about one half of that for the L = 20 µm-long cavity. This

indicates that the number of different transverse modes with high-Q is about twice as large

for the L = 40 µm-long cavity as for the L = 20 µm-long cavity. This linear scaling is
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Figure 3.4: Scaling of the number of transverse modes with cavity size. (a) Calculated
Q factors and wavelengths of modes with relatively high Q in near-concentric cavities
(g = −0.74) with lengths L = 40 µm (red triangle) and L = 20 µm (black dots). The
dashed lines represent the maximum Q-factors Qmax in the two cavities. The shaded areas
indicate the high-Q regions of 0.8Qmax < Q < Qmax. (b) Dependence of Q-factors on
transverse mode number m for L = 40 µm (red triangle) and L = 20 µm (black dots). Q
is normalized by Qmax of each cavity. The dotted lines are linear fits and their slopes are
shown.

verified for another cavity geometry, g = −0.54, where the slopes are 1.2 × 10−2 and

6.1 × 10−3 for L = 20 µm and L = 40 µm-long cavities, respectively. Due to this

linear scaling, the optimal value of g, at which the number of high-Q transverse modes is

maximal, is independent of the cavity size.

3.3.3 Lasing of many transverse modes

The above optimization is based on the cavity resonances in the absence of gain. Gain

competition can limit the number of lasing modes additionally. In order to quantify the

effect of gain competition, we use the SALT (steady-state ab-initio laser theory) to inves-

tigate the effect of mode competition in an active cavity [87, 88]. We assume a spatially

uniform distribution of pump and a nearly flat gain spectrum. Both axial and non-axial
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Figure 3.5: Number of transverse lasing modes. (a) Calculated number of high-Q res-
onances (black squares) and the number of lasing modes (red triangles) that are based on
axial orbit and exhibit distinct transverse profiles as a function of cavity stability parameter
g. (b) The number of transverse lasing modes at three different pumping levels.

modes are included in the simulations, but we count only the number of axial lasing modes

that contribute to a directional output beam.

The red curve in Fig. 3.5(a) represents the number of different transverse axial lasing

modes at a pump level of two times above the lasing threshold. In the confocal cavity,

the number of lasing modes based on axial orbit is notably smaller than the number of

high-Q passive modes due to the existence of non-axial modes with higher Q that lase first

and saturate the gain for the axial modes (see Supplementary). For the optimized near-

concentric cavity, most of the passive transverse modes with high Q can lase, indicating

gain competition is insignificant.

Figure 3.5(b) shows the number of distinct transverse lasing modes at different pump

levels, where only axial modes are counted. The pump level is defined with respect to

the first lasing threshold of the axial modes. The maximum number of axial lasing modes

is reached in the near-concentric regime of g close to −1. The optimal g value depends

slightly on the pump level, but it remains at g = −0.74 when the pump exceeds twice of

the lasing threshold.
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3.4 Device fabrication

Based on the optimized cavity design, the laser devices are fabricated with photolithog-

raphy followed by reactive ion etching from a commercial GaAs/AlGaAs quantum well

epiwafer. To ensure spatial overlap of high-Q transverse modes with the quantum well

gain, the top metal contact for current injection is shaped to match the spatial profile of

highest-order transverse lasing modes. The scanning electron microscope (SEM) images

in Fig. 3.6 show that the etched facets, which serve as curved end mirrors, are smooth and

vertical.

100 µm

3 
µm

Figure 3.6: Fabricated on-chip stable-cavity laser. SEM images of a fabricated near-
concentric (g = −0.74) cavity of length L = 400 µm and W = 283 µm. The etched facet
is vertical and smooth.

Fabrication process

We use a commercial diode laser wafer (Q-Photonics QEWLD-808). The gain medium is

a 12 nm-thick GaAs quantum well, embedded in the middle of an undoped 400 nm-thick

Al0.37Ga0.63As guiding layer, which itself is between p-doped and n-doped Al0.55Ga0.45As

cladding layers (each is 1.5 µm thick).

The laser cavities are fabricated by the following procedure. First the back contact

made of Ni/Ge/Au/Ni/Au layers (thicknesses are 5/25/100/5/200 nm, respectively) is
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deposited and thermally annealed at 390 ◦C for 30 s. Then a 300 nm-thick SiO2layer

is deposited on the front side. The cavity shapes are defined by photolithography and

transferred to the SiO2 layer by reactive ion etching (RIE) with a CF4 (30 sccm) and CHF3

(30 sccm) mixture. After the removal of the photoresist, the remaining SiO2 is used as

mask for an inductively coupled plasma (ICP) dry etching with an Ar (5 sccm), Cl2 (4

sccm), and BCl3 (4.5 sccm) plasma mixture to create the cavities. The etch depth is about

4 µm to etch all the way through the guiding layer and partially into the bottom cladding

layer. After the ICP dry etching, the SiO2 mask is removed by RIE and a buffered oxide

etch (BOE).

The top metal contacts are defined by negative photolithography, followed by Ti/Au

(thicknesses 20/200 nm) deposition. The boundaries of the top contacts are 5 µm away

from the cavity edges to prevent the top contacts from hanging down and blocking the

emission from the facets. The last process is the lift-off and the sample is cleaned by O2

plasma afterwards.

3.5 Lasing characteristics

3.5.1 Laser testing

The fabricated samples are mounted on a copper plate and a tungsten needle (Quater Re-

search, H-20242) is placed on the top contact for electric current injection. The lasers are

pumped electrically by a diode driver (DEI Scientific, PCX-7401) which generates a series

of rectangular current pulses. We use a pulse length of 2 µs and a low repetition rate of

10 Hz in order to reduce heating.

For measurements of optical spectrum, the laser emission is collected by a 20× mi-

croscope objective (NA = 0.40). It is then coupled into a fiber bundle with a fiber col-
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limator (NA = 0.50) behind the objective lens. Its spectrum is measured by an imaging

monochromator (Acton SP300i) equipped with an intensified CCD camera (Andor iStar

DH312T-18U-73).
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Figure 3.7: Testing of a stable-cavity laser. (a) Normalized emission spectra at different
pump currents for a near-concentric cavity (g = −0.74) with L = 400 µm: below the las-
ing threshold (320 mA), just above the threshold (360 mA), and about two times above the
threshold (800 mA). (b) Total emission power, from both end facets, versus the injection
current.

Figure 3.7(a) shows the emission spectra from an optimized near-concentric cavity

(g = −0.74) at different pump currents. A typical spectrum consists of many closely-

spaced narrow peaks, indicating simultaneous lasing of many modes. More lasing peaks

appear at higher pump currents, and they merge to a smooth, broad spectrum.

We measured the power of laser emission from one side of the cavity. For a near-

concentric cavity (L = 400 µm) at pump current of 800 mA, the emission power collected

by the objective lens (NA = 0.4) is ∼70 mW. The collection efficiency of the objective

lens is 20 %, due to the divergence of laser emission, the finite NA and transmission of

the lens, and the collection from one facet of the cavity. Thus, the total emission power

reaches 350 mW at pump current of 800 mA, and the differential quantum efficiency is

0.8 W/A.

The curve of emission power versus pump current for a L = 400 µm-long cavity in

Fig. 3.7(b) shows a lasing threshold of 360 mA, above which the emission power increases
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much more rapidly with the pump current. The threshold current density is inversely

proportional to the cavity length L (not shown), as expected since the Q-factors increase

with L linearly [114]. There is no significant difference between the lasing thresholds for

cavities with the same L but different g.

3.5.2 Directional emission

To test the laser directionality, we measure the far-field emission patterns with the setup

in Fig. 3.8(a). The objective lens is removed and the laser emission is measured after

free-space propagation. A CCD camera (Allied Vision, Manta G-235B) is placed at a

distance D = 6 cm from the cavity. This distance is on the order of the far-field distance

W 2/λ = 9.8 cm, where W = 280 µm is the width of the cavity and λ = 0.8 µm is the

emission wavelength in air. A large angular range is covered by moving the CCD camera

on a rail while rotating the camera to face the cavity at every position. Since the distance

R from the cavity to the camera varies with the position, the measured intensity is rescaled

by 1/R2 accordingly. The recorded images are stitched together in the horizontal direction

and vertically integrated to obtain the far-field patterns.

We measure the far-field emission patterns at a pump current two times above the lasing

threshold. Figure 3.8(b) shows the far-field patterns for three cavity shapes. The far-field

emission was measured at a distanceD = 6 cm from the cavity facet. For a near-concentric

cavity (g = −0.74), a directional output beam with a divergence angle (half width at half

maximum) of 35◦ is observed. The concentric cavity (g = −1) shows a flat-top far-field

pattern with sharp edges. This pattern is attributed to the broad angular divergence of

modes in the concentric cavity. In contrast, the far-field pattern of the confocal cavity

features sharp peaks on top of a broad background. The sharp peaks originate from lasing

modes based on a V-shaped, non-axial orbit (see inset and Fig. 3.2(b)).
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Figure 3.8: Measurement of laser emission at the far-field (a) Optical setup to measure
the far-field emission patterns. The laser emission is directly measured with a CCD camera
on a rotating mount on a rail. (b) Far-field intensity patterns of laser emission from three
cavities with g = −0.74,−1, and 0. The V-shaped orbit, which contributes to the sharp
peaks in the far-field pattern of the confocal cavity, is drawn in the inset.

3.5.3 Low spatial coherence

We characterize the spatial coherence of the laser emission from the cavities of different

shapes. The emission is coherent in the direction normal to the wafer since the sample

has only one index-guided mode in the vertical direction. To measure the coherence of

emission in the horizontal direction (parallel to the wafer), we create speckle patterns with

a line diffuser (RPC Photonics, EDL-20) that scatters light only in the horizontal direction.

The microscopic structure of the line diffuser consists of fine random elongated grains of

about 10 µm width on top of a quasi-periodic structure of 100 µm scale.

The optical setup consists of an objective lens that collects the laser emission and a

71



line diffuser that is placed in the pupil plane of the objective (6 mm diameter). A single

2 µs-long pump pulse is used for the laser emission. The laser emission fills the entire

aperture of the objective and thus covers hundreds of random elongated grains of the line

diffuser. A plano-convex lens in f − f configuration between the diffuser and the CCD

camera (Allied Vision, Mako G-125B) allows to measure the far-field speckle patterns.

Figure 3.9(a) is the measured speckle pattern from a near-concentric cavity laser. For

comparison, the speckle pattern from a source with high spatial coherence, a frequency-

doubled Nd:YAG laser (Continuum, Minilite), is also measured with the same optical

configuration in Fig. 3.9(b). The typical speckle size on the CCD camera is 2.5 pixel cal-

culated from the intensity autocorrelation function, so that the speckle contrast reduction

due to undersampling is negligible [96]. For each speckle contrast measurement, speckle

patterns are repeatedly measured for different lateral positions of the line diffuser, and the

speckle contrasts for these different disorder realizations are averaged.
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Figure 3.9: Speckle patterns from a line diffuser. (a) Laser emission from a near-
concentric cavity (g = −0.74, L = 400 µm) passes through a line diffuser, and the far-field
speckle pattern has an intensity contrastC = 0.035. The effective number of distinct trans-
verse lasing modes is M = 1/C2 = 820. (b) A spatially coherent Nd:YAG laser beam
(λ = 532 nm) passing through the same diffuser creates a speckle pattern with contrast
C = 0.76.

In order to quantify the spatial coherence, we calculate the speckle contrast defined

as C = σI/〈I〉, where σI and 〈I〉 are the standard deviation and mean of the speckle in-
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tensity, respectively. M = 1/C2 gives the effective number of distinct transverse lasing

modes [96]. Figure 3.10 gives the values of M for cavities with different g and L, mea-

sured at two times of the lasing threshold. The number of transverse lasing modes is the

largest for the near-concentric cavity (g = −0.74). With the ratio W/L fixed, the number

of transverse modes increases with L since a wider cavity supports more transverse modes.

For the L = 800 µm near-concentric cavity (g = −0.74), about 1, 000 different transverse

modes lase, and their combined emission reduces the speckle contrast to about 0.03.
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Figure 3.10: Measured number of spatial lasing modes. The number of transverse lasing
modes in near-concentric (g = −0.74), concentric (g = −1), and confocal (g = 0) cavities
with different length L. The error bars indicate the variation between different cavities of
the same g and L.

3.6 Ultrafast decoherence

3.6.1 Time-resolved speckle

To examine the applicability of the optimized laser for ultrafast speckle-free imaging, we

determine how fast decoherence of the emission occurs. We use a streak camera to mea-

sure the time-resolved speckle patterns with a temporal resolution of about 60 ps in a setup

sketched in Fig. 3.11(a). Figure 3.11(b) shows the spatio-temporal evolution of the mea-
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sured far-field speckle pattern of a near-concentric cavity laser (g = −0.74). The magnifi-

cation in Fig. 3.11(c) reveals rapid spatial and temporal variations of the intensity pattern.

To quantify the coherence time of the emission, we calculate the contrast of speckle pat-

terns as a function of the integration time. As shown in Fig. 3.11(d), for a short integration

time of tint = 0.2 ns, the speckle has a notable contrast of ∼ 0.2. As the integration time

increases, the speckle contrast drops quickly. Figure 3.11(e) summarizes the reduction of

the speckle contrast for tint from 100 ps to 500 ns. The L = 800 µm-long cavity laser

features lower speckle contrast than the L = 400 µm-long cavity laser for all integration

times. After a rapid drop, the contrast starts to saturate, exhibiting a kink at a few nanosec-

onds (indicated by the solid arrow). A second kink (indicated by a dotted arrow) follows

at several tens of nanoseconds after which the speckle contrast further declines.

3.6.2 Frequency spacing of cavity resonances

The time scale of the speckle contrast reduction is related to the frequency differences

of lasing modes when their linewidths are smaller than their frequency spacings. When

the integration time tint is shorter than the inverse frequency spacing of two modes, their

temporal beating results in a visible interference pattern that oscillates in time. For an

integration time longer than their beating period, the time-varying interference pattern

is averaged out, hence the intensity contrast of the speckle pattern created by these two

modes is reduced. With increasing integration time, more and more lasing modes become

incoherent, as their frequency spacings exceed 1/tint, and the speckle contrast continues

dropping. Once tint is long enough to average out the beating of even the closest pairs

of lasing modes, the speckle contrast cannot reduce further. The first kink in Fig. 3.11

indicates that the speckle contrast saturates at the integration time of a few nanoseconds.

This time scale is related to the average frequency spacing between neighboring modes.
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Figure 3.11: Decoherence time for a near-concentric cavity laser. (a) Schematic of
the setup that measures speckle patterns with a CCD or streak camera. (b) The spatio-
temporal profile of the far-field speckle pattern from a laser with g = −0.74 and L =
400 µm. (c) Magnification of the speckle pattern revealing fast temporal evolution of the
speckle grains. (d) Time-integrated speckle patterns for integration times 0.2 ns and 20 ns,
exhibiting an intensity contrast of C = 0.21 and 0.098, respectively. (e) Dependence of
speckle contrast on the integration time tint, featuring two kinks at the integration times of
a few nanoseconds (solid arrow) and several tens of nanoseconds (dotted arrow).

The average frequency spacing between adjacent modes is estimated as several hun-

dred MHz in our cavities. Here we used the simulation results for a small cavity and

apply linear scaling with the cavity size as explained in the previous section. For the near-

concentric cavity (g = −0.74) with L = 20 µm, the number of high-Q transverse modes is

23 as given in Fig. 3.5(a). The free-spectral-range (FSR) is given by the longitudinal mode
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spacing, c/(2nL) = 2.225 THz. Within one FSR, there is a series of transverse modes

with m = 0–22. Thus the average frequency spacing between adjacent transverse modes

is about 96.7 GHz for a L = 20 µm cavity. In the experiments, the laser cavities with

L = 400 µm have both L and W increased by a factor of 20 compared to the simulated

ones. Consequently, the FSR is reduced by a factor of 20, and the number of transverse

modes within one FSR increases by 20. Therefore, the average mode spacing is reduced

by a factor of 400, which yields 242 MHz. The beating of two modes is averaged out

when the integration time is longer than the inverse mode spacing, which is about 4 ns.

This estimation gives the correct order of magnitude for the integration time at which the

speckle contrast stops dropping in Fig. 3.11(e).

The typical linewidth of semiconductor lasers (10–100 MHz) is smaller than the fre-

quency spacing. Thus the integration time needed for contrast reduction is determined by

the mode spacing and estimated to be a few nanoseconds, which matches the experimental

observations.

3.6.3 Thermally-induced mode instability

In Fig. 3.12, the speckle contrast displays a second kink at several tens of nanoseconds

after which the contrast further decreases. This behavior is caused by thermal effects that

cause the lasing modes to change in time. We conduct time-resolved measurements of

the lasing spectrum to observe the spectro-temporal dynamics. The gating function of the

intensified CCD camera is used to acquire the lasing spectra with 10 − 50 ns time reso-

lution. The spectra from multiple measurements with consecutive time intervals during

the pump pulse are combined to obtain the spectrochronogram of a whole pulse. Fig-

ure 3.12(a) is the measured spectrochronogram of a near-concentric cavity (g = −0.74)

laser with L = 400 µm. Since thermal equilibrium is not reached, the emission spectrum

red-shifts during the pulse due to sample heating. Figure 3.12(b) is the spectrochronogram
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Figure 3.12: Time-resolved spectra of laser emission. (a) Measured spectrochronogram
I(t, λ) of laser emission from a near-concentric cavity (g = −0.74, L = 400 µm) at the
pump current of two times the lasing threshold. The temporal resolution is 50 ns. The spec-
tra at 0.8 µs and 1.2 µs are plotted on the right as dashed and solid lines, respectively. (b)
Spectrochronogram during a 400 ns long interval measured with 10 ns resolution, showing
that lasing peaks appear and disappear in time. (c) The autocorrelation function C(τ) of
the time-resolved spectra in b. The half width at half maximum (HWHM) of C(τ) is about
40 ns.

in a 400 ns-long interval with a finer temporal resolution of 10 ns.

The measured spectrochronogram reveals changes of the lasing spectrum during the

pulse. Lasing peaks appear or disappear over the course of the pump pulse as different

lasing modes turn on or off. In order to quantify the time scale of these changes, we

calculate the temporal correlation function of the spectral changes defined as [4]

C(τ) =
∑
λ

〈δI(t, λ)δI(t+ τ, λ)〉t, (3.4)
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where δI(t, λ) ≡ [I(t, λ) − 〈I(t, λ)〉t]/σI(λ) is the normalized change of the emission

intensity and σI(λ) is the standard deviation. The half width at half maximum (HWHM)

of the temporal correlation function C(τ) gives the time scale of the spectral dynamics.

In Fig. 3.12(c), the sharp drop of C(τ) at τ ∼ 0 is caused by the measurement noise.

The HWHM of C(τ) is about 40 ns, extrapolated from the more gradual decrease of C(τ)

after the initial drop. This is approximately the integration time in Fig. 3.11(e) where the

second kink occurs, thus the further reduction of the speckle contrast is caused by the

switching of lasing modes. The new lasing modes generate distinct speckle patterns that

are superposed to the ones created by the old lasing modes, reducing the intensity contrast

of the time-integrated speckle patterns.

3.7 Discussion and conclusion

In summary, we demonstrate directional emission, low spatial coherence and ultrashort

decoherence time in a compact electrically-pumped semiconductor laser. By optimizing

the shape of an on-chip near-concentric cavity, we maximize the number of transverse las-

ing modes and their emission greatly suppress speckle formation. The frequency detuning

of lasing modes accelerate the decoherence of their emission, and low speckle contrast

is obtained even with an integration time of a few nanoseconds. Such short decoherence

time enables ultrafast speckle-free full-field imaging. Finally, we compare this work to

the previous demonstration of spatially-incoherent non-modal emission from a broad-area

vertical-cavity surface-emitting laser [119]. By carefully adjusting the pump conditions,

the cavity is constantly modified by thermal effects, which disrupts the formation of lasing

modes, leading to spatially incoherent emission [120, 121]. Our approach does not rely

on thermal effects, and the decoherence time is two orders of magnitude shorter. Further-
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more, our method does not utilize any transient process, thus it is applicable to steady-state

lasing. With better thermal management, our laser may operate under constant pumping,

emitting a continuous wave of low spatial coherence.
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Chapter 4

Sensitive control of semiconductor
lasers by cavity shape

4.1 Introduction

1In Chapter 3, we maximized the number of transverse lasing modes in a stable-cavity

broad-area laser by tailoring the cavity geometry. By replacing the flat mirrors with con-

cave mirrors with large curvature, high-order transverse modes become well confined in

near-concentric cavities [1, 47]. While maintaining the low spatial coherence of laser out-

put, the stable-cavity laser features greatly improved emission directionality compared to

wave-chaotic cavities. However, such stable cavities still confine ray trajectories with a

large range of propagation directions, leading to strongly divergent far-field emission [1].

The measured divergence angle of laser emission at the far-field reached 70◦, which still

would be incompatible with conventional collection optics. For the efficient collection of

the laser emission, it is desirable to attain higher output directionality by staying closer

to the Fabry-Perot geometry. To this end, in Chapter 4, we explore the vicinity of the

1The chapter material is primarily taken from reference [2]: Reproduced from Kyungduk Kim, Stefan
Bittner, Yuhao Jin, Yongquan Zeng, Stefano Guazzotti, Ortwin Hess, Qi Jie Wang, Hui Cao, “Sensitive
control of broad-area semiconductor lasers by cavity shape”, APL Photonics, vol. 7, 056106 (2022), with
the permission of AIP Publishing.
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Fabry-Perot planar cavity geometry.

Fabry-Perot cavities with two planar facets have been widely adopted for semicon-

ductor edge-emitting lasers. The planar facets are easily formed by cleaving the device

during fabrication. This is in contrast to most solid state and gas laser cavities that have

two concave mirrors arranged in such a way that the axial orbit is stable [114, 122, 123].

However, these planar broad-area high-power semiconductor lasers are highly susceptible

to filamentation and irregular pulsation due to strong nonlinear interactions of the optical

field and the gain medium [19–21, 23–26].

An interesting aspect of the planar Fabry-Perot cavity with profound impact on the las-

ing dynamics is that it is situated at the bifurcation between stable cavities with concave

mirrors and unstable cavities with convex mirrors. One way of suppressing the semi-

conductor laser instabilities is to destabilize the cavity ray dynamics by tilting the planar

facet [124, 125] or changing it to a convex shape [126–129]. Such cavities lase only in the

fundamental mode, which stabilizes the temporal dynamics [130]. However, at high pump

powers, additional transverse modes can lase nonetheless, and their nonlinear interactions

with the gain medium brings back filaments and pulsations.

In this chapter, we investigate broad-area edge-emitting semiconductor laser perfor-

mance as a function of the resonator geometry in the vicinity of the bifurcation at the pla-

nar cavity geometry. We experimentally demonstrate that a tiny modification of the Fabry-

Perot cavity has a profound impact on the lasing dynamics and spatial coherence. As we

slightly curve the two end facets to form a near-planar stable cavity with concave mir-

rors, the spatial structures of cavity resonances are strongly modified, which in turn alters

their nonlinear interactions with the gain medium (GaAs quantum well). Consequently,

the spatio-temporal stability of the lasing dynamics in near-planar cavities is greatly im-

proved. Such a simple scheme of mitigating instabilities will facilitate the stabilization of

high-power broad-area semiconductor lasers for applications in material processing [131]
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and laser pumping [132], as well as biomedical applications [133].

Moreover, the number of transverse lasing modes drastically increases compared to

that in the planar Fabry-Perot cavity, resulting in a sharp drop of the spatial coherence of

the emission. At the same time, the output beam has a far-field divergence angle notably

smaller than that of stable cavities with strongly-curved facets [1]. This combination of

sufficiently low spatial coherence and relatively good emission directionality makes our

laser an ideal illumination source for speckle-free full-field imaging [14, 107].

4.2 Near-planar cavity

4.2.1 Ray dynamics

One interesting aspect of the ray-wave correspondence in optical resonators is the influ-

ence of bifurcation points, that is, geometries at which new periodic orbits are created

or change their stability when the cavity shape is varied. Bifurcations of classical orbits

have a significant effect on the properties of wave systems and require special treatment in

semiclassical theories [134, 135]. For example, they lead to increased fluctuations of the

density of states in microresonators [136, 137]. Here we investigate broad-area semicon-

ductor lasers as function of the resonator geometry in the vicinity of a bifurcation.

We concentrate on the well-known case of a Fabry-Perot cavity with two planar facets,

which is situated at the bifurcation between stable cavities with concave mirrors and un-

stable cavities with convex mirrors. In a stable cavity, rays in the vicinity of the axial orbit

are trapped forever (assuming perfectly reflecting mirrors), while in an unstable cavity

these rays will escape quickly. Even though the passive modes change continuously with

the cavity geometry, a small perturbation of the Fabry-Perot cavity can thus cause a large

change in the laser properties, which is useful for sensing applications [138, 139].
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(a) (b) (c)

Figure 4.1: Ray dynamics in an optical cavity with two mirrors. Stability of ray dy-
namics in (a) a stable cavity (g = 0.74), (b) a Fabry-Perot cavity (g = 1), and (c) an
unstable cavity (g = 1.26). The axial orbit is indicated in red, and a trajectory launched
with an angular deviation of 3◦ is indicated in blue. The cavities have an aspect ratio of
W/L = 1/

√
2, and the mirrors of the cavities in (a) and (c) have a radius of curvature or

R/L ' 3.85.

Figure 4.1 shows examples of ray trajectories in a stable (−1 < g < 1), a Fabry-Perot

(g = 1) and an unstable cavity g > 1. It should be noted that the terms stable and unstable

actually refer to the axial periodic orbit (shown in red) and how it reacts to perturbations of

its initial conditions, not to the cavity itself. In general, an optical cavity can exhibit several

periodic orbits with different stability [1, 137], hence it is misleading to call a cavity itself

stable or unstable. In the following we restrict ourselves to the axial orbit which is the

only relevant one here.

A perturbation of the initial conditions can be a small change of the initial position

and/or propagation direction of a trajectory. If a periodic orbit is stable, a slightly perturbed

trajectory will stay close to it forever. This behavior is shown in Fig. 4.1(a) for a cavity

with g = 0.74: the blue trajectory, which is launched with a direction deviating by 3◦ (but

at the same position) always stays close to the axial orbit as it travels back and forth in

the cavity. The same behavior is obtained when slightly changing the initial position. An

important consequence of the stability of the axial orbit is that trajectories in its vicinity

do not leave the cavity laterally and can hence support higher-order transverse modes with

high Q factors.

If a periodic orbit is unstable, a slightly perturbed trajectory will travel away from it at
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an exponential rate. This case is exemplified in Fig. 4.1(c) for a cavity with g = 1.26: the

blue trajectory propagates away from the axial orbit very rapidly without returning. Since

the axial orbit is unstable, trajectories in its vicinity leave the cavity very quickly in the

lateral direction, which greatly reduces the Q factors of higher-order transverse modes.

At the bifurcation point where the stability of the axial orbit changes from stable to

unstable is the Fabry-Perot cavity (g = 1), for which the axial orbit is marginally stable.

For marginally stable orbits, different perturbations of the initial conditions yield different

results. When the initial direction of the axial orbit is changed, the perturbed trajectory

propagates away linearly in time and leaves the cavity after a few round trips as shown

by the blue trajectory in Fig. 4.1(b). This reduces the lifetime of higher-order transverse

modes in the Fabry-Perot cavity. In contrast, perturbations of the initial position (but not

direction) yield again periodic orbits as exemplified by the three red orbits in Fig. 4.1(b).

So the axial orbit is part of a family of periodic orbits, consisting of all trajectories per-

pendicular to the planar end mirrors. In contrast, the axial orbit is called isolated when it

is stable or unstable since it is the only periodic orbit in its vicinity in these cases.

Since the Fabry-Perot cavity is at a bifurcation point, small changes of the cavity ge-

ometry will strongly impact the behavior of trajectories around the axial orbit and lead to

significant changes in lasing behavior because the stability of the axial orbit is related to

the Q factors of higher-order transverse modes.

4.2.2 Cavity resonances

The dramatic change of the ray dynamics from planar to near-planar cavities has a strong

influence on the spatial structure of the cavity resonances (i.e., solutions of the wave equa-

tion of the passive cavity). Due to the lack of lateral confinement in a Fabry-Perot cavity,

the cavity resonances extend laterally across the entire end facets [Fig. 4.2(b)]. As the

higher-order transverse modes exhibit larger transverse wavevector components k⊥, their
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lateral leakage is stronger, and their quality (Q) factor is lower. In contrast, the lateral

confinement of rays by concave mirrors reduces the transverse width of the cavity reso-

nance, as seen in Fig. 4.2(c). The existence of confined trajectories in the vicinity of the

cavity axis greatly enhances the Q factor of high-order transverse modes. Therefore, even

a near-planar cavity can feature a relatively large number of transverse modes [Fig. 4.2(e)].

(a)

𝑊
𝐿

(e)

(f)

(b)

(c)

(d)

𝒈 = 0.74

𝒈 = 1

0 5 10 15 20
Transverse mode order

Tr
an

sv
er

se
 le

ng
th

 s
ca

le
 (μ

m
)

1

10

𝑔 = 1
𝑔 = 0.74

b

c
d

Cavity resonance
Lasing mode

𝐿 = 20 µm

N
um

be
r o

f t
ra

ns
ve

rs
e 

m
od

es

Cavity stability parameter 𝒈
0.50.60.70.80.91

5

10

15

20

Figure 4.2: Optical modes in a near-planar laser cavity. (a) Schematic of a near-planar
broad-area semiconductor laser with cavity length L and width W . (b) A passive mode of
a planar cavity (g = 1) without mirror curvature, exhibiting a spatial profile extended over
the entire facet. (c) A passive mode of the same transverse order in a near-planar cavity
(g = 0.74), showing enhanced lateral confinement. (d) The profile of the highest-order
transverse mode confined in the near-planar cavity (g = 0.74), featuring greatly decreased
transverse wavelength. (e) The number of transverse modes in near-planar cavities. black
dashed: passive resonances with a quality factor higher than 0.8Qmax. red solid: lasing
modes at two times the lasing threshold in the presence of gain competition. (f) Reduction
of the transverse characteristic length scale of the passive modes (on a logarithmic scale).
Each curve stops at the highest-order transverse lasing mode calculated in (e). The modes
in (b)-(d) are indicated with arrows.
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The existence of high-order transverse modes and their lateral confinement in a stable

cavity lead to a sharp drop in the characteristic length scale ξ of the optical intensity vari-

ation in the transverse direction. This has a profound impact on the nonlinear interactions

between the cavity modes and the gain medium [3, 4]. ξ is given by the full-width at half-

maximum of the transverse intensity correlation function. Since ξ varies in the longitudinal

direction for g 6= 1, we average its value along the cavity axis. Higher-order transverse

modes have smaller ξ. In a Fabry-Perot cavity with a GaAs quantum well (gain medium),

only low-order transverse modes are confined, and intensity variations on the scale ξ � λ

result in local carrier-induced refractive index changes due to spatial hole burning. Opti-

cal lensing and self-focusing effects lead to the formation of spatial filaments, which are

inherently unstable and cause irregular pulsations.

In a stable cavity, the ξ of high-order transverse modes can be sufficiently small so

local refractive index variations cannot focus light and create a filament. Also the spatial

modulation of the refractive index on such short scales supersedes and disrupts the large

lenses induced by lower-order transverse modes, thus preventing filamentation. Therefore,

an efficient way of reducing the spatio-temporal instability in a broad-area semiconductor

quantum well laser is to minimize ξ via a stable cavity [3].

4.2.3 High-Q modes

To maintain a relatively narrow angular spread of the far-field emission, we optimize the

stable cavity geometry in the vicinity of the planar cavity. In particular, we maximize

the number of transverse lasing modes within the range 0.5 ≤ g ≤ 1. Since the lasing

modes need to have high Q factors, we calculate the high-Q transverse modes of passive

cavities. Because the GaAs quantum well has preferential gain for transverse electric

(TE) polarization, we calculate the modes with the electric field in the plane of incidence

(p-polarization). The simulated cavities have the same aspect ratio L/W =
√

2 as the
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experimental ones, but are L = 20 µm long. The refractive index n = 3.37 in the cavity is

equal to the effective index of the fundamental TE mode guided in the vertical direction

of an GaAs/AlGaAs epiwafer. The wavelength range of numerical simulations is centered

around 800 nm, which matches the gain spectrum of the GaAs quantum well.

The fundamental transverse mode has the highest quality factor Qmax, which deter-

mines the lasing threshold. Qmax depends on the cavity length L and mirror reflectivity. It

barely changes with g, thus curving the end facets has little effect on the lasing threshold.

However, theQ factors of the high-order transverse modes are greatly improved in a stable

cavity with concave mirrors, leading to a drastic increase in the number of lasing modes.

We show the number Mh of transverse modes with Q > 0.8Qmax in Fig. 4.2(e). As g

decreases from 1,Mh increases rapidly and reaches its maximum at g = 0.7, then decreases.

While the sharp rise results from the better lateral confinement of high-order transverse

modes, the subsequent drop of Mh is caused by the reduced reflectivity for rays with non-

perpendicular incidence. With increasing mirror curvature, the angles of incidence θi at

the semiconductor-air interface increase, and for TE polarization the reflectivity decreases

for θi going from 0 towards the Brewster angle [1]. Therefore, the number of high-Q

transverse modes is maximal for a near-planar cavity.

4.2.4 Ray-wave correspondence

In the following, we discuss the correspondence between ray trajectory and passive mode

in a near-planar cavity. We compare the same transverse mode of order m = 7 in cavities

with three different stability parameters, in order to evaluate the effect of mirror curvature

on the transverse mode profile and the Q factor. The real-space intensity distributions for

g = 0.94, 0.80 and 0.50 are shown in Figs. 4.3(a, c, e), respectively. With decreasing g

(increasing mirror curvature), the transverse mode profile becomes narrower, indicating

modes with increasingly high order can be confined in the cavities. However, the Q factor
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Figure 4.3: Ray-wave correspondence in a near-planar cavity. Comparison of trans-
verse modes of order m = 7 in L = 20 µm long cavities with (a, b) g = 0.94, (c,
d) g = 0.8, and (e, f) g = 0.5. (a, c, e) Field intensity profiles in real space with (a)
λ = 798.4 nm and Q = 420.8, (c) λ = 799.8 nm and Q = 410.8, and (e) λ = 800.0 nm
and Q = 399.8. Exemplary parts of the corresponding trajectories are superimposed as
red lines. (b, d, f) Husimi distributions of the modes shown in panels (a, c, e), respectively.
The corresponding trajectories in Birkhoff coordinates are superimposed as red points.
The vertical white dashed lines indicate the endpoints of the right mirror and the horizon-
tal gray lines indicate the critical angle. (g) Definition of the Birkhoff coordinates: the
position s on the right mirror and the angle of incidence χ. The blue dashed line indicates
the optical axis (s = 0). (h) Reflectivity for p-polarized light at a semiconductor-to-air
interface with refractive index contrast 3.37. The vertical dashed lines marks the Brewster
angle at 16.5◦.

decreases from Q = 420.8 for g = 0.94 to Q = 399.8 for g = 0.5 (cf. Table 4.1). The

dependency of the mode width and the Q factor on g can be explained by analyzing the

corresponding ray trajectories.

A useful tool for analyzing the ray-wave correspondence in optical microcavities are

the so-called Husimi functions [64, 140], which can be considered as a phase-space rep-

resentation of a mode. They are obtained by calculating the overlap of the wave function

with a wave packet of minimal uncertainty with specific position and momentum. Here
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we use the Husimi function for dielectric resonators introduced in Ref. [64]. The Poincaré

surface of section is given in Birkhoff coordinates (s, sinχ) as shown in Fig. 4.3(g): s

denotes the location of incidence of a ray on the right mirror (normalized by the total cir-

cumference of the resonator, st), where s = 0 is at the center of the mirror, and χ is the

angle of incidence with respect to the surface normal.

The Husimi functions of the three modes considered here are shown in Figs. 4.3(b, d,

f). They have a roughly elliptic structure, where the semi-axes in s direction decrease with

increasing g since the modes become narrower. The semiaxes in sinχ direction increase,

which means that the modes contain wave components with higher angles of incidence.

Table 4.1 gives the angles χmax at which the maxima in the s = 0 section of the Husimi

distributions are found. The increase of χmax with decreasing g can explain the decline of

the Q factors since the reflectivity at the semiconductor-air interface decreases towards the

Brewster angle for p-polarization as shown in Fig. 4.3(h).

We calculate the corresponding trajectories by launching rays at the center of the mirror

(s = 0) with the angles χmax given in Table 4.1. Their time evolution for 2000 reflections

is computed. The real space and phase space representations of these trajectories are

superimposed in red in Figs. 4.3(a-f). Each reflection at the right mirror is indicated as a

point in phase space [Figs. 4.3(b, d, f)], though the points are so dense that they appear as a

g λ (nm) Q χmax (deg) τ(L/c) Qray

0.94 798.4 420.8 5.5 2.68 421.2
0.80 799.8 410.8 7.4 2.62 411.2
0.50 800.0 399.8 8.7 2.56 402.2

Table 4.1: Properties of the passive cavity modes and corresponding ray trajectories shown
in Fig. 4.3 for different stability parameters g. λ and Q are the resonance wavelength and
the quality factor, respectively, and χmax is the maximal angle of incidence in the Husimi
function. τ is the fitted lifetime of the trajectory and Qray the corresponding quality factor
for a L = 20 µm long cavity at λ = 800 nm.
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continuous line. The agreement with the Husimi functions is excellent, demonstrating that

these are indeed the trajectories on which the modes are based. In real space [Figs. 4.3(a,

c, e)], only the first few reflections are shown for better visibility.

The trajectories cover a finite transverse region of the cavity, and the outmost segments

of the trajectories coincide with the most intense regions of the wave functions. Further-

more, the maximal angles of incidence χ of the trajectories (at the center of the mirror)

increase with decreasing g. The intensity of a trajectory decreases at each reflection ac-

cording to the Fresnel reflection coefficients for p polarization [cf. Fig. 4.3(h)], leading

to an exponential decay in time [5]. The fitted lifetimes τ as well as the corresponding

quality factors Qray for a L = 20 µm long cavity are given in Table 4.1 and show excel-

lent agreement with the Q factors of the modes. This demonstrates that refraction at the

semiconductor-air interfaces is the dominant loss mechanism responsible for the decrease

of the Q factors as the mirror curvature increases. The slightly smaller Q factors of the

modes can be attributed to diffraction losses not considered in the ray tracing simulations.

Therefore, maximizing the number of transverse lasing modes requires balancing two

effects. On one hand, increasing the mirror curvature reduces the width of the modes so

transverse modes of higher order can fit into the cavity laterally. This leads to the strong

increase of the number of lasing modes when transitioning from a Fabry-Perot cavity with

g = 1 to a stable cavity with g < 1. On the other hand, the refractive losses for high-order

modes of p-polarization grow with the mirror curvature, leading to an increase of the lasing

threshold. Both effects are intuitively explained by the corresponding ray trajectories as

shown above. It should furthermore be noted that the optimal stability parameter g depends

both on the aspect ratio W/L of the cavity and the refractive index.
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4.3 Laser testing

We test the near-planar cavity lasers fabricated with the process in Section 3.4. The optical

measurement setup is described in Section 3.5.1. An exemplary LI curve of a laser diode

with g = 0.88 is shown in Fig. 4.4(a). The typical lasing threshold current is about 500

mA. The threshold current densities, averaged for multiple cavities of g = 0.74, 0.88,

and 1, are (0.52 ± 0.02) kA/cm2, (0.52 ± 0.03) kA/cm2, and (0.49 ± 0.03) kA/cm2,

respectively. Therefore, no significant difference in the lasing threshold current density is

found for different cavity shapes. The optical spectrum of the lasing emission is centered

at 799 nm [Fig. 4.4(b)]. The spectral width is about 1 nm, with individual lasing peaks so

densely packed that they cannot be resolved by our spectrometer.
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Figure 4.4: Testing of near-planar cavity lasers. (a) Optical microscope images of cavi-
ties (top-view) with g = 1 and g = 0.88, showing a tiny difference in the mirror curvature.
(b) The LI curve of a near-planar (g = 0.88) cavity laser shows a clear threshold at the
pump current of 500 mA. Inset: the LI curve in logarithmic scale featuring the S-shape
that is typical for lasers. (c) Optical spectra of lasing emission of the cavity in (b) at pump
currents just above, 1.5 times, and 2 times the lasing threshold. Increasing the injection
current above the threshold broadens the lasing spectrum.
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4.4 Highly multimode lasing

4.4.1 Number of transverse lasing modes

We measure the number of transverse lasing modes in cavities of different g. The setup

described in Section 3.5.3 was used. The laser emission passes through a diffuser and

creates a speckle pattern in the far field. The number of transverse lasing modes Ml is

estimated as 1/C2, where C is the speckle intensity contrast [1, 96, 109]. Because the

edge emission from the laser contains multiple transverse modes in the horizontal direction

and a single guided mode in the vertical direction (perpendicular to the wafer), a line

diffuser (RPC Photonics, EDL-20) is used and the far-field speckle intensity variation in

the horizontal direction is recorded, as shown in Fig. 4.5(a).
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Figure 4.5: Number of transverse lasing modes in near-planar cavities. (a) Measured
intensity fluctuations of far-field speckles created by a line diffuser illuminated with laser
emission from planar (red dashed) and near-planar (green solid) cavities. The speckle
contrast C is reduced from 0.1 at g = 1 to 0.04 at g = 0.88. (b) Number of transverse
lasing modes Ml, estimated from C, at two times of the lasing threshold. All laser cavities
have length L = 400 µm (20 times longer than the simulated cavities in Fig. 4.2). Ml

increases sharply as g decreases from 1. The error bars denote variations among multiple
fabricated devices of the same geometry g.
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The speckle intensity contrast C decreases with decreasing g, indicating an increase

in the number of transverse lasing modes Ml. For g = 1, the number of transverse lasing

modes, averaged over multiple devices, is approximately 100. Once g is reduced slightly

to 0.88, Ml is enhanced 5 times to about 500. Such rapid increase of Ml is consistent with

the numerical simulation in Fig. 4.2(e). Further reducing g = 0.74 does not increase Ml

any more, in contrast to the numerical results in Fig. 4.2(e). We attribute this difference to

the spatially inhomogeneous current injection in our devices, which modifies the number

of transverse lasing modes Ml (See Section 4.4.3). With spatially homogeneous pumping,

we expect Ml to be higher, particularly for g = 0.74. We also note that the number

of transverse lasing modes in the near-planar cavities is close to the previously reported

value for a near-concentric (g = −0.74) cavity [1]. Therefore, even minimal curvature of

the end facets is sufficient to obtain a large number of transverse lasing modes and reduce

the spatial coherence.
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Figure 4.6: Modal behavior of near-planar cavity lasers. The number of transverse las-
ing modesMl in the planar (g = 1) and near-planar (g = 0.74, 0.88) cavities increases with
the pump level. For each cavity, the pump current is normalized by the lasing threshold.

We also characterize the number of transverse lasing modes with respect to different

pump current. Figure 4.6 shows the measured number of transverse lasing modes Ml as

we gradually increase the injection current up to two times of the lasing threshold. For all
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cavity shapes, Ml increases with the pump strength, as more high-order transverse modes

manage to lase. The near-planar cavities (g =0.74, 0.88) have larger Ml than the planar

cavity (g = 1) over the entire range of pump current measured.

Regarding the measurement of spatial coherence, we comment on the beam parameter

product, the product of the beam waist size and the far field angular spread of partially

coherent light. While the low spatial coherence corresponds to a large beam parameter

product, a large beam parameter product does not necessarily mean low spatial coherence.

For example, a spatially coherent beam passing through an optical diffuser will spread

in the far-field, making the beam parameter product large, even though the fields at all

spatial locations remain coherent according to the mutual coherence function. Therefore,

the beam parameter product is larger or equal to a minimal value given by the degree of

spatial coherence. That is why we use the speckle intensity contrast, instead of the beam

parameter product, to characterize the degree of spatial coherence of our laser emission.

4.4.2 Divergence of far-field emission

As more transverse modes lase, the divergence angle of the total emission increases. We

measure the far-field emission pattern I(θ) in the horizontal direction, as shown in Fig. 4.7.

The measurement setup is described in Section 3.5.2.

The filaments in a planar cavity of g = 1 makes I(θ) asymmetric and irregular [Fig. 4.7(a)].

Since the measured far-field emission intensity fluctuates with the far-field angle, we

smooth out the intensity profile by a moving average over 5◦. The divergence angle ∆θ is

estimated by the full-width at half-maximum of the smoothed distribution of I(θ), and it

equals 12◦. With curved end facets, ∆θ increases to 29◦ for g = 0.88 [Fig. 4.7(b)], and fur-

ther to 39◦ for g = 0.74 [Fig. 4.7(c)]. We note that the measured far-field emission patterns

are narrower than the simulated ones due to spatial inhomogeneity of current injection (See

Section 4.4.3). While the increase of lateral divergence angle in the near-planar cavities
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[Fig. 4.7(d)] is expected, the emission directionality is significantly improved compared to

the near-concentric cavity with g = −0.74 and ∆θ = 70◦ in Section 3.5.2. Moreover, the

lateral divergence of emission from the near-planar cavity is comparable to the vertical di-

vergence of the edge emitting laser. Therefore, the output beam is approximately circular

and thus compatible with standard collection optics.
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Figure 4.7: Emission directionality of near-planar cavity lasers. (a-c) Measured far-
field emission patterns I(θ) from cavities of (a) g = 1, (b) 0.88, and (c) 0.74. The shaded
area represents the measured intensity profile, and the solid line denotes the smoothed
profile with the maximal value normalized to 1. The angular full-width at half maximum
∆θ is indicated by arrows. (d) Divergence angles ∆θ as function of g. All cavities have
the same dimensions as those in Fig. 4.5. The error bars denote variations among different
cavities with the same g.

Additionally, we characterize the divergence angle by the second-moment width, so-
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called D4σ width, defined by 4 times the standard deviation of the intensity distribution.

For cavities of g = 1, 0.88, and 0.74, the D4σ full divergence angle of the far-field patterns

are 37◦, 56◦, and 69◦, respectively.

4.4.3 Spatially nonuniform pumping

In Fig. 4.5, a similar number of transverse lasing modes Ml were observed for g = 0.88

and g = 0.74. This experimental result deviates from the simulation which predicts a

larger Ml for g = 0.74 in Fig. 4.2(e). The numerical simulation assumes spatially uniform

pump. Experimentally, the current injection through the top contact may be nonuniform,

which will modify Ml. To resolve the discrepancy of Ml, we investigate spatially nonuni-

form pumping in this section.

Spatial mapping of current injection

To map the spatial profile of current injection, we measure the emission intensity distri-

bution on the cavity facet at a pumping level well below the lasing threshold. The spon-

taneous emission dominates over the stimulated emission, and its spatial profile directly

reflects the current distribution. Figure 4.8(a) shows the near-field emission patterns for g

= 1, 0.88 and 0.74. The emission spectra do not change with the pump current, confirming

that stimulated emission is negligible. In all three cavities, the spontaneous emission is

stronger in the center, reflecting larger current density there than close to the boundaries.

Number of transverse lasing modes

To analyze how the spatially nonuniform pumping affects lasing, we use the SPA-SALT

(single-pole approximation steady-state ab-initio theory) [60, 87, 88] to calculate the num-

ber of lasing modes and the modal intensities. Simulating the experimental cavities of
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Figure 4.8: Spatially nonuniform pumping. (a) At the pumping level of 0.4 times of
the lasing threshold, the spontaneous emission dominates. Its nonuniform intensity dis-
tribution at the cavity facet reflects the nonuniform current density profile. Each curve is
averaged over 5 cavities of the same geometry g. The field of view covers 90% of the entire
facet. (b) Simulated spatial profile of pump strength, which varies only in the transverse
direction (x). The cross-section of the pump is shown as white line. The cavity length L is
40 µm and the width W is L/

√
2 = 28.3 µm. (c) The number of transverse lasing modes,

calculated by SPA-SALT, for spatially uniform pumping (square) and nonuniform pump-
ing (circle). The red arrows mark the drop in the number of transverse lasing modes due to
spatially nonuniform pumping. (d, e) Narrowing of the far-field intensity profiles caused
by spatially nonuniform pumping in near-planar cavities of (d) g = 0.88 and (e) g = 0.74.
The shaded area indicates the experimentally measured far-field pattern in Fig. 4.7, and
the solid line represents the smoothed profile.
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length L = 400 µm and width W = 283 µm is computationally demanding. Therefore we

reduce the cavity dimension to L = 40.0 µm and W = 28.3 µm, but keep the aspect ratio

L/W =
√

2.

With spatially uniform pumping, the number of transverse lasing modes at a pumping

level of two times the lasing threshold are 44 and 30 [squares in Fig. 4.8(c)] for g = 0.74

and g = 0.88, respectively. We note that these numbers are twice of those in Fig. 4.2(e)

for cavities of half the size, L = 20 µm. Thus, the number of transverse lasing modes

increases linearly with the cavity size.

Here we apply the spatially nonuniform pumping in the transverse direction. As shown

in Fig. 4.8(a), the pump strength is maximal at the center and decays towards the lateral

boundaries. The transverse pump profile in simulations [Fig. 4.8(b)] is approximated by a

Gaussian function with its full width at half maximum of 19.8 µm, which is 0.7 times the

cavity width W . Such a profile promotes lasing in the lower order transverse modes which

are concentrated in the center and have larger overlap with the pump than the higher order

transverse modes. As the lower order modes lase efficiently and saturate the optical gain,

it is harder for higher-order modes to lase. Consequently, the number of transverse lasing

modes Ml decreases [circles in Fig. 4.8(c)].

The reduction in the number of transverse lasing modes is larger for g = 0.74 than

g = 0.88. This is attributed to the different strength of lateral confinement of lasing

modes, which affects their competition for gain. The g = 0.74 cavity has stronger lat-

eral confinement and supports a larger number of transverse modes than g = 0.88. The

transverse nonuniform pumping further enhances the mode competition, as the low-order

transverse modes become dominant and more effectively prevent the high-order transverse

modes from lasing. This effect is more severe in g = 0.74, which has a larger number of

high-order transverse modes and tighter lateral confinement than g = 0.88. It leads to a

larger decrease of the number of transverse lasing modes for g = 0.74. As a result, the
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number of transverse lasing modes of g = 0.74 becomes more similar to that of g = 0.88.

Far-field divergence

The far-field emission patterns are also affected by the spatially nonuniform pumping. As

low-order transverse modes start to dominate lasing, the divergence of far-field emission

becomes narrower. We calculate the far-field intensity patterns for near-planar cavities

with L = 40 µm. Figures 4.8(d) and (e) show narrowing of the far-field emission once the

pump becomes spatially nonuniform. The divergence angle (full width at half maximum)

drops from 63◦ to 29◦ for g = 0.88, and from 82◦ to 40◦ for g = 0.74.

4.5 Spatio-temporal dynamics

Next we investigate the lasing dynamics of near-planar cavities and compare to the planar

cavity. The emission intensity on one facet of the cavity is imaged by a ×20 objective

lens onto the entrance slit of a streak camera (Hamamatsu C5680 with a fast sweep unit

M5676). A single streak image covers a time window of 10 ns with a temporal resolution

of about 30 ps. Figure 4.9(a) shows exemplary spatio-temporal intensity fluctuations of the

laser emission from a planar cavity of g = 1. Such fluctuations comprise three different

processes: (i) spatial filaments and their pulsations; (ii) spatio-temporal interference of

transverse and longitudinal lasing modes; (iii) photo-detection noise of the streak camera.

To separate the three fluctuation processes, we resort to the fact that they feature distinct

spatial and temporal scales.

4.5.1 Separation of different fluctuations

We use the method developed in Section 2.3.5, which is described here again for the com-

pleteness of this chapter. After normalizing the measured intensity I(x, t) by the average
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Figure 4.9: Separating spatio-temporal intensity fluctuations of different origin by
singular value decomposition (SVD). (a) Streak image of emission intensity I(x, t) on
one facet of a Fabry-Perot cavity (g = 1). The pump current is two times the las-
ing threshold. (b) Singular values obtained by SVD of intensity fluctuations δI(x, t) =
I(x, t) − 〈I(x, t)〉t. (c) Correlation lengths and (d) correlation times of singular vectors.
The horizontal dashed lines denote the size of a single pixel in space and time of the
streak image. The singular vectors are categorized into three groups I, II, and III, which
are marked by red, yellow and purple, respectively. (e) δI(x, t) is the sum of intensity
fluctuations caused by (I) filaments, (II) mode beating, and (III) detection noise. (f) The
spatio-temporal correlation function of δI(x, t) features both short- and long-range corre-
lations. (g-i) Spatio-temporal correlation functions of intensity fluctuation for (g) group I
(h) II, and (i) III, exhibiting distinct correlation scales in space and time. Insets: close-up
around the origin. The numbers in (h) are the spatial and temporal correlation widths.
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〈I(x, t)〉x,t, we conduct the singular value decomposition (SVD) of the intensity fluctua-

tion δI(x, t) = I(x, t)− 〈I(x, t)〉t:

δI(x, t) =
∑
α

sαuα(x)vα(t) (4.1)

where sα are singular values, uα(x) and vα(t) are the spatial and temporal singular vectors,

respectively, and α denotes the index. The singular values sα are arranged from high

to low, and they represent the contributions of the α-th singular vector to the intensity

fluctuation δI(x, t). As shown in Fig. 4.9(b), sα first drops sharply with increasing α, then

decays more slowly for α > 20. Hence, the first few singular vectors with large singular

values dominate δI(x, t).

To distinguish the singular vectors, we analyze their characteristic spatial and temporal

scales. The correlation functions of uα(x) and vα(t) are defined as

Cα(∆x) = 〈uα(x)uα(x+ ∆x)〉x

Cα(∆t) = 〈vα(t)vα(t+ ∆t)〉t.
(4.2)

The correlation length lα is extracted from the full-width at half-maximum of Cα(∆x),

and the correlation time τα from Cα(∆t). As shown in Figs. 4.9(c) and (d), both lα and τα

decrease rapidly with increasing α, till α reaches 20. Then they switch to a more gradual

decay and eventually level off. When α exceeds 220, both spatial and temporal correlation

scales are equal to the single pixel size of the streak image.

Since sα, lα and τα exhibit similar dependency on α, we separate the singular vectors

into three groups, denoted as I, II, and III in Figs. 4.9(b)-(d). Then the spatio-temporal

intensity fluctuation of each group is reconstructed by

δIR(x, t) =
∑
α∈R

sαuα(x)vα(t) (4.3)
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where R is one of the three groups I, II, and III. The total intensity fluctuation is δI(x, t) =

δII(x, t) + δIII(x, t) + δIIII(x, t). In Fig. 4.9(e), δII(x, t), δIII(x, t), and δIIII(x, t) display

different spatial and temporal scales. To quantify the difference, we compute the spatio-

temporal correlation function for each group,

CR(∆x,∆t) = 〈δIR(x, t)δIR(x+ ∆x, t+ ∆t)〉x,t. (4.4)

The spatial and temporal widths of CR(∆x,∆t) give the correlation lengths and times for

every group.

The first group δII(x, t) features strong intensity fluctuations on length scales from

several to tens of micrometers, and a time scale of the order of 0.1 nanoseconds. Such

scales are consistent with the typical size of spatial filaments and their oscillation frequen-

cies. CI(∆x,∆t) in Fig. 4.9(g) reveals long-range spatio-temporal correlations as a result

of filament motion and pulsation.

The second group δIII(x, t) features fluctuations on much shorter spatial and temporal

scales. As seen in Fig. 4.9(e), δIII(x, t) is stronger in the middle of the cavity (around x =

0), where the original emission intensity I(x, t) in Fig. 4.9(a) is stronger. It implies that the

group II also originates from the laser emission, more precisely, from the spatio-temporal

interference of all lasing modes. CII(∆x,∆t) in Fig. 4.9(h) exhibits only local correlations

of the intensity fluctuations. Both the correlation length of 0.75 µm and correlation time

of 0.03 ns are limited by the resolution of our photodetection.

For the third group, δIIII(x, t) is uniformly spread over the entire range of the streak

image. It indicates the fluctuation is not due to the laser emission, but from the noise

generated by the imaging apparatus. This is confirmed by CIII(∆x,∆t) in Fig. 4.9(i),

which shows the spatio-temporal correlation scales equal to the pixel size of the image.

Therefore, δIIII(x, t) represents the detection noise that fluctuates on the scale of a single
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pixel.

4.5.2 Spatiotemporal instabilities

The SVD can efficiently separate intensity fluctuations of different scales and origins. In

the example of Fig. 4.9, the three groups contain singular vectors with consecutive indices

α. In general, the singular vectors in each group have similar correlation scales, but not

necessarily adjacent indices. Below we elaborate on the separation procedure based on

distinct spatial and temporal scales of these fluctuations.

We first acquire an ensemble of spatio-temporal intensity distributions from the same

laser cavity. Within a 2-µs-long pump current pulse, we measure 161 consecutive 10

ns-long streak camera images, which constitute a 1.61 µs-long total time window. The

transient regime at the beginning of the current pulse is excluded. We denote the inten-

sity fluctuations δI(i)(x, t) with the superscript i = 1, ..., 161 to indicate a series of streak

camera images acquired at 161 measurement start times t(i). The difference between con-

secutive start times t(i+1) − t(i) is 10 ns, equal to the duration of the individual streak

images. The SVD of δI(i)(x, t) yields the singular values s(i)
α and the spatial and temporal

singular vectors u(i)
α (x) and v(i)

α (t), where α is the SVD index.

The characteristic length scales of the spatial and temporal singular vectors are given

by the full-width at half-maximum (FWHM) of the correlation function given in Eq. 4.2.

Figure 4.10 is a scatter plot of the correlation length l
(i)
α vs. the correlation time τ (i)

α

of every singular vector of index α in the time window t(i). The gray line denotes the

averaged correlation time at a fixed correlation length. For all cavity geometries, these

lines exhibit a sharp change in slope. In order to define this transition, linear fitting is

applied to find its exact position, which gives the critical correlation time τc. Typical τc

is between 70 ps and 80 ps, and there is no systematic dependence of τc on the cavity

geometry g. Group I includes all singular vectors with correlation times exceeding τc [on
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Figure 4.10: Spatial and temporal correlation scales of singular vectors. Scatter plot
of correlation length versus correlation time for all singular vectors in 161 time windows
for the three cavity geometries (a) g = 1, (b) g = 0.88, and (c) g = 0.74. The color of
each data point reflects the magnitude of the singular value. The gray solid lines represent
the average of all correlation times with the same correlation length. A linear fit (brown
dotted lines) defines the correlation time (vertical dashed purple line) at which the slope
of the gray line changes suddenly. It separates group I, singular vectors due to filaments,
from groups II and III.

the right side of the dashed purple line in Fig. 4.10]. For the i-th time window, the group I

of singular vectors is given by:

I(i) := {α|τ (i)
α > τc}. (4.5)

The spatio-temporal intensity fluctuation δI(i)
I (x, t) caused by filaments is reconstructed

by summing the singular vectors in group I,

δI
(i)
I (x, t) =

∑
α∈I(i)

s(i)
α u

(i)
α (x)v(i)

α (t). (4.6)

4.5.3 Relative intensity fluctuation

Figure 4.10 shows the magnitude of singular values by color. The planar cavity g = 1 has

a larger number of singular vectors with higher singular values. Here the singular value

represents the fluctuation power carried by the corresponding spatio-temporal singular
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vector, as described below.

The SVD of the spatio-temporal intensity fluctuation δI(x, t), of dimension Nx ×Nt,

is given by [the superscript (i) is dropped for simplicity],

δI(x, t) =
∑
α

sαuα(x)vα(t), (4.7)

where sα is the singular value with index α, uα is the coresponding spatial singular vector,

and vα the temporal singular vector. The singular vectors are ortho-normal:

〈uα(x)uβ(x)〉x = δαβ/Nx (4.8)

〈vα(t)vβ(t)〉t = δαβ/Nt (4.9)

where δαβ is the Kronecker delta. The fluctuation power of the spatio-temporal intensity

is given by the variance of the intensity fluctuation 〈δI(x, t)2〉x,t, where the average fluc-

tuation 〈δI(x, t)〉x,t = 0. Using the definition of SVD in Equation (4.7), the fluctuation

power is

〈δI(x, t)2〉x.t = 〈{
∑
α

sαuα(x)vα(t)}2〉x,t

=
∑
α,β

〈sαuα(x)vα(t)sβuβ(x)vβ(t)〉x,t

=
∑
α,β

sαsβ〈uα(x)uβ(x)〉x〈vα(t)vβ(t)〉t.

(4.10)

Using the orthonormality of the singular vectors [Equations (4.8) and (4.9)],

〈δI(x, t)2〉x.t =
1

NxNt

∑
α,β

sαsβδαβ

=
1

NxNt

∑
α

s2
α

(4.11)
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where Nx and Nt are the total numbers of spatial and temporal sampling points in a streak

image. This result shows that the singular value squared s2
α represents the contribution of

the α-th singular vector to the spatio-temporal intensity fluctuation.

The fluctuating power S(i), carried by the filaments δI(i)
I (x, t) in a time window i, can

be written as

S(i) = 〈{δI(i)
I (x, t)}2〉x,t =

1

NxNt

∑
α∈I(i)

[s(i)
α ]2, (4.12)

This relation indicates that the intensity fluctuation caused by filaments can be described

by summing over the square of singular values belonging to group I. The fluctuation am-

plitude p is hence defined as

p =
√
〈S(i)〉i, (4.13)

where 〈·〉i is the average over different time windows.

Using this method, we investigate the spatio-temporal lasing dynamics in the near-

planar cavities. Figures 4.11(b) and (c) are the scatter plots of spatial and temporal corre-

lation scales for g = 0.88 and 0.74. Compared to g = 1 [Fig. 4.11(a)], the singular vectors

with correlation lengths exceeding 10 µm are notably fewer, indicating slight curving of

the end facets leads to a reduction of filamentation.

Figure 4.11(d) compares p for different cavity shapes. We average over 5 fabricated

lasers for each g, and the error bars reflect the device-to-device variation. The mean fluctu-

ation amplitude p for g = 0.74 is about half of that for g = 1. Therefore, the spatio-temporal

dynamics becomes much more stable in the near-planar cavity lasers.

4.5.4 RF spectrum

We compute the radio-frequency (RF) spectrum of the intensity fluctuations caused by

filaments. The spatially-resolved RF spectrum, shown in Figs. 5(e)-(g) of main text, is
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Figure 4.11: Spatio-temporal dynamics of near-planar cavity lasers. (a-c) Scatter plots
of correlation lengths and times for all singular vectors of intensity fluctuations in laser
cavities with (a) g = 1, (b) 0.88, and (c) 0.74. The black line denotes the average corre-
lation time at a fixed correlation length, and its slope changes suddenly at the correlation
time of 0.07 ns. The three groups of singular vectors with different origin are marked by
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given by,

P (x, f) = 〈|F{δI(i)
I (x, t)}|2〉i (4.14)

where F is the Fourier transform in time. We emphasize that the averaged intensity

〈I(i)(x, t)〉x,t is normalized to 1 for all cavities in order to compare the RF power. In

Fig. 4.12(a), P (x, f) for g = 1 displays strong oscillations at a few GHz. Such oscillations

become much weaker for g = 0.88 and 0.74 in Figs. 4.12(c) and (d).
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Figure 4.12: RF spectrum of near-planar cavity lasers. (a-c) Spatially resolved RF
spectra for (a) g = 1, (b) 0.88, and (c) 0.74, showing a clear reduction of oscillatory power
as g decreases. (d) Flatness of the spatially-averaged RF spectrum for group I. The increase
in flatness indicates the suppression of RF peaks corresponding to intensity oscillations.

Suppression of intensity oscillations implies the RF spectrum has fewer features. To

quantify the shape of the RF spectrum, we calculate the spectral flatness. We spatially

integrate the RF spectrum 〈P (x, f)〉x. The RF spectrum flatness Fs is defined by the
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geometric mean divided by the arithmetic mean in a frequency domain,

Fs =
exp
{
〈ln[〈P (x, f)〉x]〉f

}
〈P (x, f)〉x,f

. (4.15)

As the filament-induced intensity fluctuations are on the order of a few GHz, the flatness is

computed within the frequency range up to 10 GHz. Figure 4.12(d) shows the flatness of

RF spectra integrated spatially and averaged over 5 cavities for each g. Its value increases

by a factor of 2 in the near-planar cavities, confirming the suppression of temporal intensity

oscillations of the laser emission.

4.5.5 Spatio-temporal correlations

Lastly, we compare the spatio-temporal correlations of the laser emission intensity for dif-

ferent cavity shapes. The spatio-temporal correlation of laser intensity fluctuations caused

by filaments (group I) is defined by,

CI(∆x,∆t) = 〈C(i)
I (∆x,∆t)〉i

= 〈δI(i)
I (x, t)δI

(i)
I (x+ ∆x, t+ ∆t)〉x,t,i.

(4.16)

It is peaked at the origin ∆x = 0, ∆t = 0. This peak represents the local correlations of

intensity fluctuations, and its width gives the characteristic scale of the filaments. Beyond

this peak are the nonlocal spatio-temporal correlations introduced by transverse movement

and temporal pulsation of filaments [19].

Short-range correlations

Figure 4.13(a) shows the spatial correlation function CI(∆x, 0) for different cavity geome-

tries. Its FWHM gives the correlation length. The planar cavity (g = 1) has a correlation
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Figure 4.13: Short-range correlations in near-planar cavity laser emission. (a) Spatial
correlation function CI(∆x, 0) and (b) temporal correlation function CI(0,∆t) of intensity
fluctuations caused by filaments in different cavity geometries. The correlation functions
are averaged over 5 different cavities for each value of g, to account for device-to-device
variations. The FWHM of the correlation functions is indicated with arrows. The spatial
correlation width decreases by a factor of 2 for the near-planar cavities (g = 0.88, 0.74),
whereas the temporal correlation width remains nearly identical to that for the planar cavity
(g = 1).

length of 6.0 µm, while in the near-planar cavities (g = 0.88 and 0.74) the correlation

length is reduced by a factor of 2 to 3.2 µm. It reflects the decrease of filament size, as

more high-order transverse modes lase in the near-planar cavity. Moreover, CI(∆x, 0) for

g = 1 exhibits a long tail at large ∆x, reflecting the long-range correlations induced by

filaments. In the near-planar cavities, the long tail of CI(∆x, 0) is removed as a result of

filament suppression.

Figure 4.13(b) shows the temporal correlation function CI(0,∆t), averaged over 5

different cavities for each g. Its width gives the correlation time, which is approximately

0.3 ns, with little dependence on the cavity geometry. It is dictated by the inherent response

time of carrier dynamics in the GaAs quantum well. For g = 1, the negative correlation at

|∆t| = 0.5 ns is more pronounced than for g = 0.74 or 0.88, reflecting stronger long-range

temporal correlations in the planar cavity.
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Long-range correlations

As the filaments move around in space and time, they induce nonlocal spatio-temporal cor-

relations in the emission intensity [3, 19, 141]. To examine the nonlocal spatio-temporal

correlations, we separate the regions of short-range and long-range correlations in Figs. 5(i-

k) of the main text. Their boundary is set by an ellipse whose semi-axes are the spatial

and temporal FWHM of the peak at origin. Then we average the modulus of CI(∆x,∆t)

outside the ellipse but within the range of |∆x| < 30 µm and |∆t| < 1 ns, where most

correlations exist.
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Figure 4.14: Long-range correlations in near-planar cavity laser emission. (a-c)
Spatio-temporal correlation functions of the intensity fluctuations for group I,CI(∆x,∆t),
in laser cavities of (a) g = 1, (b) 0.88, and (c) 0.74. The black solid lines are CI(∆x, 0) and
CI(0,∆t). Their widths give the correlation length and time. The ellipse (black dashed
line) divides the regions of local and nonlocal correlations, and its semi-axes are equal to
correlation length and time. (d) Long-range spatio-temporal correlations in (a-c), given by
the averaged magnitude of the correlation outside the ellipse.
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Figures 4.14(a-c) show the spatio-temporal intensity correlation functions for group

I, averaged over different time windows. Figure 4.14(d) shows the long-range spatio-

temporal correlations are significantly reduced for g = 0.88 and 0.74 compared to g = 1.

The suppression of non-local correlations indicates that the filaments are overall weaker in

the near-planar cavity lasers, thus their spatio-temporal dynamics is more stable than that

of the planar-cavity laser.

4.6 Discussion and conclusion

We demonstrate that the broad-area semiconductor laser characteristics can be dramati-

cally changed by a small variation of the cavity shape. This is because the Fabry-Perot

cavity with planar mirrors is located at a bifurcation point between stable and unstable

ray dynamics. We curve the mirrors slightly and form a near-planar cavity with concave

mirrors. As a result, the high-order transverse modes are well confined in the cavity, lead-

ing to a vast increase in the number of transverse lasing modes. The spatial coherence

of laser emission is greatly reduced, which suppresses the speckle noise. Although the

output beam has increased lateral divergence, its angular width is below 40◦. Since the

lateral divergence is comparable to the vertical divergence of an edge-emitting laser, the

nearly circular beam can be easily collected with standard optics. Therefore, such a laser

may be used as an illumination source for full-field speckle-free imaging. The advan-

tage of our laser compared to e.g. an incandescent lamp which also produces no speckle

noise is that the lamp emits into far too many spatial modes and thus has a low power

per mode, whereas our laser emits into fewer modes and thus features a higher power

per mode and better directionality. The greatly improved brightness facilitates high-speed

imaging through absorbing or scattering media and real-time monitoring of moving ob-

jects or transient processes. Of course, the decrease of spatial coherence will increase the
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focal spot size and reduce the intensity for optical pumping, material processing, and other

applications. However, in these applications, not only the brightness, but also the beam

profile matters, e.g., the material processing usually requires a flat-top beam, which cannot

be created by tight focusing of a spatially coherent beam. On the other hand, a laser with

reduced spatial coherence may directly output a flat-top beam [14].

Curving the end facets also leads to a drastic modification of the spatio-temporal dy-

namics of broad-area semiconductor lasers. With many high-order transverse modes las-

ing, the characteristic length scales of intensity variations in the transverse direction are

greatly reduced. Consequently, the self-focusing instability induced by spatial hole burn-

ing that leads to filamentation is prevented, and the spatio-temporal instability is mitigated.

For a quantitative analysis of the lasing dynamics, we develop a method to separate the

intensity fluctuations caused by different processes — filaments, mode beating, and detec-

tion noise. They have distinct spatio-temporal correlation scales, enabling us to separate

filamentation from other processes. Compared to the planar cavity laser, the amplitude

of spatio-temporal intensity fluctuations in the near-planar cavity is reduced by half. The

RF spectrum (up to 10 GHz) becomes flattened as the temporal pulsation of emission in-

tensity is weakened. Lastly, the reduction of filamentation in the near-planar cavity lasers

decreases the long-range spatio-temporal correlations of intensity fluctuations. The stabi-

lized laser output with negligible long-range spatio-temporal correlation will be useful for

parallel random number generation [3].

To conclude, our method efficiently controls the nonlinear lasing dynamics by tailor-

ing the resonator shape in the vicinity of a bifurcation point. The dramatic change in the

spatial structures of cavity modes strongly affects their nonlinear interactions with the gain

material. Our method is simple, robust, and works for a wide range of pump currents. It

may be applied to high-power fiber and solid-state lasers, as well as other nonlinear dy-

namical systems. It can also be employed to control the time-reversed lasing and coherent
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perfect absorption [142–145].
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Chapter 5

Massively parallel ultrafast random bit
generation with a chip-scale laser

5.1 Introduction

1In Chapter 3 and 4, we designed, fabricated, and characterized the many-mode stable-

cavity broad-area semiconductor lasers. In contrast to conventional lasers that aim to op-

erate with a single spatial mode, our laser features hundreds of transverse modes lasing

simultaneously. Moreover, the small characteristic length scale of high-order transverse

modes effectively disrupts the self-focusing instability and thus suppresses the filaments.

Our laser now will feature unique lasing dynamics orchestrated by spatiotemporal inter-

ference of many transverse lasing modes. In this chapter, we leverage the massive spatial

degrees of freedom in lasing dynamics for a novel photonic application: random number

generation.

The performance and reliability of our digital networked society are based on the abil-

ity to generate large quantities of randomness. An ever-increasing demand to improve the

1The chapter material is primarily taken from reference [3]: From Kyungduk Kim, Stefan Bittner,
Yongquan Zeng, Stefano Guazzotti, Ortwin Hess, Qi Jie Wang, Hui Cao, “Massively parallel ultrafast ran-
dom bit generation with a chip-scale laser”, Science, vol. 371, 948-952 (2021). Reprinted with permission
from AAAS.
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security of digital information has shifted the generation of random numbers from sole

reliance on pseudo-random algorithms to the use of physical entropy sources. Ultrafast

physical random number generators are key devices for achieving ultimate performance

and reliability in communication and computation systems [146, 147]. Semiconductor

lasers that feature chaotic dynamics with tens-of-GHz bandwidth represent one prominent

class of high-speed random number generators [148–163]. Initially, 1.7 Gb/s random bit

generation (RBG) was achieved with combined binary digitization of two independent

chaotic laser diodes [148]. Then from a single chaotic semiconductor laser, a 12.5 Gb/s

RBG was demonstrated [149] with a subsequent boost to 300 Gb/s [150]. By coupling

several lasers to further increase the bandwidth and using post-processing schemes to ex-

tract more bits in analog-to-digital conversion (ADC), the total RBG rate was pushed up to

2 Tb/s [158–160, 163]. However, the intrinsic time scales of lasing instabilities impose an

ultimate limit on the entropy generation rate. A further increase in the RBG rate requires

a different physical process with inherently faster dynamics.

Parallel RBG schemes can greatly enhance the generation rate and the scalability by

producing many bit streams simultaneously. In the spatial domain, parallel generation of

physical random numbers was realized by sampling two-dimensional laser speckle pat-

terns created by a moving diffuser or a vibrating multimode fiber [164, 165]. As a result

of inherently long mechanical timescales, the generation rates remain low (Mb/s). Chaotic

broad-area semiconductor lasers have been investigated for high-speed parallel-RBG [26],

but correlations of intensity fluctuations at different spatial locations impede independent

parallel bit stream generation. Spectral demultiplexing of amplified spontaneous emission

[166, 167] or heterodyning chaotic laser emission [154] are used for parallel RBG with

rates up to hundreds of Gb/s per channel. So far, such spectral-domain parallel RBG has

been demonstrated with fewer than 10 channels.

In this chapter, we demonstrate a method that enhances the random bit rate in a single
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channel and also provides hundreds of channels for simultaneous generation of indepen-

dent bit streams. The spatio-temporal interference of many lasing modes is used to gener-

ate picosecond-scale emission intensity fluctuations in space, so as to massively produce

ultrafast random bit streams in parallel. This is achieved by tailoring the geometry of a

broad-area semiconductor laser to vastly increase the number of transverse lasing modes,

thereby suppressing characteristic dynamical instabilities such as filamentation. Specifi-

cally, we have designed a chip-scale laser diode to enable a large number of spatial modes

lasing simultaneously with incommensurate frequency spacings, so that their interference

patterns are complex and aperiodic. Spontaneous emission adds stochastic noise to make

the intensity fluctuations unpredictable and non-reproducible.

5.2 Suppressing spatio-temporal correlations

A conventional broad-area edge-emitting semiconductor laser has a stripe geometry with

two flat facets [Fig. 5.1(a)]. Characteristically, lasing occurs only in the low-order trans-

verse modes. Nonlinear interactions between the light field and the gain material entail

irregular pulsation and filamentation [22] [Fig. 5.1(b)]. The spatio-temporal correlation

function of the intensity fluctuations is given by,

C(∆x,∆t) =
〈δI(x0 + ∆x, t+ ∆t)δI(x0, t)〉t√
〈δI2(x0 + ∆x, t)〉t 〈δI2(x0, t)〉t

(5.1)

where δI(x, t) = I(x, t)−〈I(x, t)〉t represents the temporal fluctuation of emission inten-

sity at the transverse position x on the end facet, and x0 denotes the center of the facet [19].

C(∆x,∆t) reveals non-local correlations in space and time [Fig. 5.1(c)]. On one hand,

long-range temporal correlation reflects memory which degrades the quality of random

bits generated at one spatial location. On the other hand, long-range spatial correlation
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means that the random bit streams generated at different locations are not completely in-

dependent, thus impeding parallel RBG [26].
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Figure 5.1: Reducing spatio-temporal correlations of the lasing emission. (a) A wide-
stripe edge-emitting semiconductor laser with planar facets supports only low-order trans-
verse modes with the typical spatial profile shown (not to scale). (b) Emission intensity
I(x, t) at one facet of a 100-µm-wide, 1000-µm-long GaAs quantum-well laser, mea-
sured by a streak camera, features filamentation and irregular pulsations. (c) The spatio-
temporal correlation function C(∆x,∆t) of the emission intensity in (b) reveals long-
range spatio-temporal correlations. (d) Our specially-designed laser cavity with curved
facets confines high-order transverse modes. The spatial intensity distribution of an ex-
emplary high-order transverse mode is plotted. (e) The measured spatio-temporal trace
of the lasing emission from our cavity of length 400 µm, width 282 µm and facet radius
230 µm is free of micrometer-sized filaments and GHz oscillations as seen in (b). (f) The
spatio-temporal correlation function C(∆x,∆t) of the emission intensity in (e) shows no
long-range spatio-temporal correlations.

To achieve massively parallel ultrafast RBG, we enhance the number of transverse

lasing modes by increasing the cavity width and curving the end facets [Fig. 5.1(d)], ef-

fectively suppressing modulational instabilities. High-order transverse modes are well

confined inside such a cavity, and their optical gain is enhanced by tailoring the top metal

contact shape. The number of transverse lasing modes is maximized by fine-tuning the

cavity geometry, as described in Chapter 3 [1]. Lasing on small length scales of trans-
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verse wavelengths of high-order modes prevents lensing and self-focusing effects [4] that

would normally cause filamentation and instabilities [Fig. 5.1(e)]. In turn, the absence of

filaments and pulsations eliminates long-range spatio-temporal correlations in the lasing

intensity [Fig. 5.1(f)]. It is this shortening of the correlation lengths in space and time

that paves the ground for a substantial increase in the number of independent spatial chan-

nels for parallel RBG, as well as a great enhancement of the RBG rate of every individual

spatial channel.

5.3 Spatio-temporal interference of many lasing modes

With lasing instabilities suppressed, the dynamic variations of the emission intensity are

orchestrated by the interference of lasing modes with different frequencies. The charac-

teristic time scale of such intensity fluctuations is inversely proportional to the spectral

width of the total emission, and is ∼1 ps for the GaAs quantum-well laser. We show the

spatio-temporal beat pattern of the intensity emitted at one laser facet in Fig. 5.2(a). The

temporal correlation length is determined by the full width at half maximum (FWHM) of

C(∆x,∆t) in time [Fig. 5.2(b)]. Its value of 2.8 ps is limited by the temporal resolution

of our detection.

For spatial-multiplexing of RBG, the number of independent parallel channels depends

on the spatial correlation length of the lasing emission. Now with non-local correlations

removed, the local correlation length estimated from the spatial FWHM of C(∆x,∆t) is

1.5 µm [Fig. 5.2(b)], which is limited by the spatial resolution of our detection. Without

the finite experimental resolution, our simulation gives a correlation length of 0.5 µm.

This value is dictated by the transverse length of the highest-order transverse lasing mode.

Thanks to this extremely short spatial correlation length, hundreds of independent spatial

channels are available for parallel RBG.
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Figure 5.2: Ultrafast beating of lasing modes. (a) The lasing emission at one facet of
our 600-µm-long cavity exhibits a spatio-temporal interference pattern. The white solid
curve is the temporal intensity fluctuation at position x = 0 (white dashed line). (b) The
correlation function C(∆x,∆t) of the measured lasing emission intensity in (a) gives the
spatial and temporal correlation widths of 1.5 µm and 2.8 ps.

Because the transverse mode frequency spacing in our cavity design is incommen-

surate to the longitudinal mode spacing, the spatio-temporal interference pattern cannot

repeat itself. Moreover, the spontaneous emission, generated by quantum fluctuations,

constantly feeds stochastic noise into the lasing modes, making their beat pattern unpre-

dictable and irreproducible.

5.4 Numerical modeling

5.4.1 Lasing modes

We calculate the lasing modes of our stable-cavity laser. Figure 5.3(a) shows the quality

(Q) factors and wavelengths of the passive modes. Since numerical modeling of a cavity

as large as the fabricated lasers (L = 600∼800 µm) is too computationally expensive, we

instead simulate a smaller cavity of the same geometry (L = 40 µm). In Fig. 5.3(b), the

modes are arranged in terms of their transverse and longitudinal mode indices. Although
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its size is relatively small, the simulated cavity exhibits about 50 transverse modes. The

number of transverse modes scales linearly with the cavity size [1].
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Figure 5.3: Cavity resonances and lasing modes. (a) Calculated Q factors and wave-
lengths of the resonant modes (black open squares) in a cavity with length L = 40 µm,
width W = 28.2 µm, curvature radius of the end facets R = 23 µm, and effective re-
fractive index n = 3.37. The transverse mode number m is written next to each mode.
The longitudinal mode spacing (free spectral range) ∆λq and the transverse mode spacing
∆λm are indicated by arrows. The modes that lase for pumping at two times the lasing
threshold are marked by red solid squares. (b) The cavity resonances (black open squares)
and lasing modes (red solid squares) shown in (a) are arranged in terms of their longitudi-
nal and transverse mode numbers. Almost all transverse modes lase even in the presence
of gain competition.

Mode competition for optical gain tends to reduce the number of transverse lasing

modes. We calculate the lasing modes using the single pole approximation steady-state

ab-initio laser theory (SPA-SALT) [60, 87, 88], taking gain saturation fully into account.

We assume a spatially uniform distribution of the pump and a flat gain spectrum within

the wavelength range of 795−805 nm.

The modes that lase in the simulation are marked by red squares in Fig. 5.3(b). When

the pump is two times the lasing threshold, the number of transverse lasing modes M is

46. Hence, most of the transverse modes in the cavity can lase in spite of gain competition.
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5.4.2 Many-mode interference

Given that most of transverse modes manage to lase, we model the observed lasing dy-

namics by many-mode interference of passive resonances oscillating at their resonant fre-

quencies. To simulate a large cavity of size equal to the fabricated one (L = 600 µm), we

compute the mode frequencies νm,q = c/λm,q with the analytical expression for Hermite-

Gaussian modes [114],

νm,q =
c

2nL

[
q +

1

π

(
m+

1

2

)
arccos(g)

]
(5.2)

where g ≡ 1 − L/R is the cavity stability parameter, which is g = −0.74 for the lasers

considered here. The effective refractive index n is set to 3.37.

The longitudinal mode spacing is ∆νq = νm,q+1 − νm,q = c/2nL, and the transverse

mode spacing is ∆νm = νm+1,q−νm,q = (c/2nL) arccos(g)/π. Their ratio is ∆νm/∆νq =

arccos(g)/π. It is an irrational number for g = −0.74, making the longitudinal mode

spacing incommensurate with the transverse mode spacing.

The total emitted field is a sum of fields in numerous transverse and longitudinal modes

with frequencies within the GaAs QW gain spectrum. The spatio-temporal intensity pat-

tern at one facet can be written as

I(x, t) =

∣∣∣∣∣
M−1∑
m=0

∑
q

Am,qe
iφm,q(t)ψm(x)ei2πνm,qt

∣∣∣∣∣
2

, (5.3)

where ψm(x) represents its transverse field profile on the end facet, and Am,q and φm,q

denote its global amplitude and phase.

For the single-channel dynamics at one spatial location x0, we neglect the modal am-

plitudes and assume their same contribution, i.e. ψm(x0) = 1. The emission intensity at
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single spatial channel is,

I(t) =

∣∣∣∣∣
M−1∑
m=0

∑
q

Am,qe
i[2πνm,qt+φm,q(t)]

∣∣∣∣∣
2

(5.4)

with Am,q approximated by
√
S(λm,q), where S(λm,q) is the fit of the measured emission

spectrum in Fig. 5.4(a). The total number of transverse modes is M = 200 as in the

experiments [1].
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Figure 5.4: Modeling of single-channel dynamics. (a) Time-integrated spectrum of mea-
sured lasing emission at two times above the lasing threshold (gray solid line). The FWHM
is 1.3 nm. The spectrum S(λ) is fitted by a Gaussian function (red dashed line). (b) Simu-
lated random phase drift in time for two lasing modes. The inset shows the phase change
∆φt after a single time step ∆t. (c) The simulated optical spectrum of a single lasing mode
is fitted by a Lorentzian function with a FWHM of 96 MHz, which is close to the mode
linewidth δν = 100 MHz.

To account for the spontaneous emission, we introduce a stochastic fluctuation to the

phase φm,q(t) of each lasing mode [168], which follows,

∆φ(t) = φ(t+ ∆t)− φ(t) =
√

2πδν∆t Z(t), (5.5)

where Z(t) is a normal-distributed random number with a standard deviation of 1, and ∆t

is the discrete time step. The mode linewidth is set to δν = 100 MHz, which is typical for

a GaAs/AlGaAs QW edge-emitting multi-mode laser [169, 170]. As shown in Fig. 5.4(b),
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the phase of each mode undergoes a random walk. The optical spectrum of a single lasing

mode, calculated via the temporal Fourier transform of its field, exhibits a Lorentzian-

shaped line with FWHM equal to δν as shown in Fig. 5.4(c).

To take into account the temporal resolution of photodetection, we convolve the simu-

lated time trace with a temporal point spread function (PSF). The PSF of the streak cam-

era is approximated by a Lorentzian function with a FWHM of 1.2 ps. The convolution

smoothens the time trace, and increases the temporal correlation width (FWHM) to 2.8 ps,

in agreement with the experimental value [Fig. 5.2(b)].

5.5 Radio-frequency spectrum

We experimentally characterize the RF spectrum of the emission intensity by performing

the Fourier transform of a time trace at the spatial location x = 0, measured by a streak

camera, and taking the modulus. Thanks to the ultrafast dynamics of lasing intensity, the

measured radio-frequency (RF) spectrum is extremely broad, as shown in Fig. 5.5. Its

bandwidth, which contains 80% of the entire spectrum, is 315 GHz. For comparison,

the numerically-simulated spectrum is even broader with a bandwidth of 632 GHz. Af-

ter accounting for the temporal resolution of photodetection, the simulated RF spectrum

matches the measured one (See Fig. 5.5). This agreement confirms that the ultra-broad

spectrum results from the interference of many transverse and longitudinal modes.

To understand how the broad RF spectrum is formed, we vary the number of transverse

modes M while keeping the number of longitudinal mode groups constant. This corre-

sponds to changing the width of a laser cavity while keeping its length fixed. With only the

fundamental transverse modeM = 1 [Fig. 5.6(a)], the RF spectrum features multiple peaks

separated by the longitudinal mode spacing (free spectral range) ∆νFSR = ∆νq = c/2nL.

With increasing M , each peak becomes a group of peaks that originate from the beating
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Figure 5.5: Radio-frequency spectrum. The RF spectrum (the modulus of Fourier trans-
form) of the emission intensity at x = 0, at the middle of the cavity facet, (red) is much
higher than the background (gray) with the laser turned off. The simulated spectrum
(black) is broader, but becomes narrower when the temporal resolution of our detector
is taken into account (blue), in agreement with the measured one (red).

of transverse modes. For the cavity with g = −0.74 considered here, the transverse mode

spacing is incommensurate with the free spectral range because arccos(g)/π is an irra-

tional number. As a result, the additional beating frequencies that appear when increasing

the number of transverse modes eventually fill the entire frequency range. With M =

200 transverse modes in Fig. 5.6(c), the spectrum becomes continuous and featureless, in

agreement with the experimental data in Fig. 5.5.

We comment on possible deviations of lasing frequencies in experiment from analytic

resonant frequencies. Experimentally with electric current injection, the spatially inho-

mogeneous distribution of carriers can cause non-uniform changes of the refractive index,

making the lasing mode frequencies deviate from the passive cavity mode frequencies.

Nevertheless, the experimentally measured RF spectrum of the lasing emission in Fig. 5.5

remains flat and smooth, similar to the numerically simulated spectrum of the passive

cavity. Due to the presence of hundreds of lasing modes with many different frequency

spacings between them, there is an almost continuous distribution of time scales in their
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Figure 5.6: Simulated RF spectrum. Fourier transform of the simulated emission inten-
sity with the number of transverse modes (a) M = 1, (b) M = 6, and (c) M = 200. The
number of longitudinal mode groups is fixed at 8. The spectrum becomes more and more
densely packed and flat with increasing M .

interference pattern, so even if some of the time scales were by chance commensurate, the

effect would be lost in the sea of other incommensurate ones.

5.6 Random bit generation

5.6.1 Data acquisition

We used a device with a cavity length L = 800 µm and width W = 566 µm. The lasing

threshold is 800 mA. We injected electric current at 1600 mA, which is two times above

the threshold. To reduce sample heating, we use a diode driver (DEI Scientific, PCX-7401)

to generate 150-ns-long current pulses at a repetition rate of 7 Hz.

The lasing emission on one end facet is imaged by a 20× microscope objective (NA =

0.4) and a lens (focal length 150 mm) onto the entrance slit of a streak camera (Hamamatsu
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C5680). The fast sweep unit (M5676) of the streak camera records the spatio-temporal

traces of the emission intensity. Due to the limited field of view of the imaging optics,

only the emission from the central part of the laser facet is collected.

In experiment, a single streak camera image has a time window of 500 ps. Due to the

finite length of the time windows measurable by the streak camera, we concatenate 106

streak camera images from consecutive pulses to obtain a 0.5-ms-long time trace for each

spatial position.

Concatenating time traces

Since the temporal measurement range of our streak camera is limited, it is impossible

to measure a long continuous time trace. Instead we make separate measurements and

concatenate the time traces. Since this process could potentially increase the randomness,

here we check numerically whether the entropy generation rate is changed by it.

Using Eq. 5.4 to simulate the many-mode interference, we obtain a 1.5-µs-long time

trace of the emission intensity in a single spatial channel. We repeat this process with dif-

ferent random phases for each mode, and obtain 3000 time traces. Short segments of three

such traces are shown in Fig. 5.7(a). Then we extract 500-ps-long segments in consecu-

tive time windows from each trace, and concatenate these segments together for a trace of

length 1.5 µs as shown in Fig. 5.7(b). We calculate the Cohen-Procaccia entropy rate (See

Section 5.8.1) of the original trace and the concatenated trace. Fig. 5.7(c) shows complete

agreement of the two curves, indicating that the process of concatenating windows from

different time traces does not affect entropy generation. We also concatenate the same time

windows of different traces, and the Cohen-Procaccia entropy rate is the same as well.
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Figure 5.7: Concatenating time traces. (a) Three continuous time traces of the emission
intensity in a single spatial channel are generated by simulating the many-mode interfer-
ence in the laser. The shaded areas represent the temporal range measured by the streak
camera. (b) A time trace is formed by concatenating the shaded parts of the three traces in
(a). (c) The Cohen-Procaccia entropy rate estimate of a single 1.5-µs-long trace as in (a)
is equal to that of the concatenated trace as in (b). The sampling period τ is 1.5 ps, and the
embedding dimension d is 2.
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5.6.2 Sampling of intensities
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Figure 5.8: Random bit generation. (a) The PDF of the differential intensity, ∆In =
In+4 − In, which is digitized to 6 bits by binning the range [-1740, 1740] counts (vertical
red dashed lines) into 26 = 64 equally spaced intervals. Three LSBs are taken from each
sample. The gray scale of the bars represents their eight combinations. Left inset: A
segment of intensity time trace of a single spatial channel (red line), sampled at intervals
τ = 1.46 ps (red dots). The blue curve is the background count. Right inset: The PDF of
the differential background count with a standard deviation σ = 3.9 counts, much smaller
than the bin size s = 54 for ∆In. (b) The probability for all eight combinations of three
LSBs is almost equal. (c) A bit stream with length N = 220 has a bit correlation (red
squares) around the lower limit 1/

√
N (black line). Inset: Close-up of short delay times.

(d) The mutual information between bit streams in two channels with varying separation
(Intracavity) is equal to that between the streams from two independent lasers (Intercavity).

To generate random bits, we divide the laser end facet into 1-µm-wide spatial channels.

In a 2D streak image of the spatio-temporal intensity of the laser emission, each spatial

channel of width ∆x = 1 µm contains 4 spatial pixels. Because of the restricted field
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of view of our collection optics, only 254 spatial channels are recorded simultaneously,

which is about half of the number possible with complete collection of emission. We

sample the emission intensity at every spatial channel at intervals of τ = 1.46 ps (sampling

rate 683 GHz; Fig. 5.8(a), left inset), which corresponds to 3 temporal pixels of a streak

image. We sum the intensities of 4×3 = 12 pixels in a streak image to obtain one intensity

value In.

Figure 5.9(a) shows the probability density function (PDF) of the sampled intensity

In in one spatial channel. The PDF exhibits an exponentially decaying tail, which is a

characteristic of Rayleigh speckle patterns. The PDF is not a perfect exponential function

due to the finite spatial and temporal resolution of the measurement. This asymmetric PDF

can lead to biased bits, which degrade the quality of random bits generated.
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Figure 5.9: Intensity PDF. (a) The PDF of the measured intensity In of emission in a
single spatial channel. The temporal resolution is 1.46 ps and the spatial resolution is 1 µm.
The black dashed line indicates an exponential decay. (b) The PDF of the differential
intensity ∆In = In+4− In is symmetric and well fitted by a Gaussian function (red dotted
line).

To make the distribution symmetric, we perform a subtraction of sampled intensi-

ties. We adopt the procedure from [149] to obtain a sequence of differential intensities

∆In = In+m − In by subtracting the intensities separated by a sample distance of m. For
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a small m, the PDF of ∆In deviates notably from a Gaussian function, because of the

temporal correlation of In. The non-Gaussian PDF will introduce bias among different

combinations of the three LSBs taken for RBG. A large m produces a bit stream with

long-range correlations, which also degrade the random bit quality. We choose m = 4 as

an optimal sample distance. Figure 5.9(b) shows the PDF of the differential intensity from

experimental data, which is well fit by a Gaussian function.

Effect of noise on binning

The streak camera background counts fluctuate on the spatial scale of a single pixel. The

noise contribution to RBG is determined by its fluctuation, not its mean value which can-

cels out in the differential intensity. The standard deviation σ of the differential back-

ground count (with the laser turned off) is 1.1. When summing over 4×3 = 12 pixels, the

standard deviation is increased
√

12 = 3.46 times to σ = 3.9 [Right inset of Fig. 5.8(a)].

Since σ is much smaller than the bin size s = 54 of differential intensity ∆In in

Fig. 5.8(a), the random bits are determined predominately by the laser emission. How-

ever, if the value of ∆In is close to the boundary of one bin, the noise could alter the bit

extraction. This is estimated to happen for 3.3% of the bits in the spatial channel shown

in Fig. 5.8(a). The percentage can be reduced by increasing the signal strength with better

collection of the laser emission.

5.6.3 Digitization and post-processing

Random bit generation demands negligible correlation between successive bits. Here dig-

itization and post-processing play a crucial role in removing the remaining correlation.

The differential intensity ∆In is digitized to Ndigit = 6 bits [Fig. 5.8(a)], and three least

significant bits (LSBs) are used for RBG [149]. All eight combinations for three LSBs

have almost equal probability [Fig. 5.8(b)]. We remove the residual bias by performing
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exclusive-OR (XOR) on two bit streams from distant spatial channels, which reduces the

number of parallel bit streams to 127.

Figure 5.8(c) reveals that the correlation between bits in a single bit stream reaches

the limit 1/
√
N given by the bit stream length N . In Fig. 5.8(d), we calculate the mutual

information between a pair of bit streams, Yi and Yj , generated in parallel by,

h(∆x) =

〈∑
Yi,Yj

p(Yi, Yj) log2

p(Yi, Yj)

p(Yi)p(Yj)

〉
. (5.6)

where p(Yi) is the probability density function (PDF) of a random bit stream Yi, p(Yi, Yj)

is the joint PDF of two random bit streams Yi and Yj , and 〈...〉 denotes an average over all

pairs of channels i and j with a constant spatial distance ∆x. Fig. 5.8(d) shows that the

mutual information between any pair of bit streams is as small as the MI of uncorrelated

bit streams from different lasers.

Reducing temporal and spatial correlations

We investigate the effect of digitization and post-processing on the temporal correlation

functions in Fig. 5.10. For long time lags, keeping only the LSBs reduces the correlation

below 10−3, which is the lower limit given by the finite length of the bit stream (220 sam-

ples). For short time lags (Fig. 5.10B), the correlation for the LSBs decays rapidly with the

sample distance, greatly shortening the correlation time. The residual correlations are then

completely removed by the XOR operation with another bit stream from a distant spatial

channel. The correlation remains at the background level for any time delay, indicating

the absence of correlations between successive bits.

We also examine the reduction of spatial correlations by digitization and post-processing.

In Fig. 5.11 we compare the mutual information (MI) between two bit streams produced

experimentally for three different cases: (i) thresholding Ndigit = 1, the simplest bit-
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Figure 5.10: Temporal correlation of bits in a single channel. (a) The magnitude of the
temporal correlation function |C(∆t)| of the measured intensity trace sampled with τ =
1.46 ps (black circles), after keeping only the 3 LSBs (blue triangles), and after performing
the XOR operation in addition (red squares). The correlation functions are averaged over
spatial channels. The number of data points in time is 220. (b) The magnified view for
short time lags shows the quick decay of correlations for the three LSBs. The small peak
at 5.84 ps (= 4τ ) is attributed to the subtraction of the sampled intensity ∆In = In+4− In.

extraction scheme; (ii) keeping 3 LSBs from analog-to-bit conversion with Ndigit = 6;

and (iii) conducting XOR of (ii) with a bit stream from a spatially distant channel. In com-

parison to (i), the MI between neighboring channels (with 1 µm spacing) is reduced by

five orders of magnitude in (ii). Moreover, the MI is further reduced at short-range in (iii).

It stays at the residual level of 10−6 and becomes independent of the channel separation.

Fig. 5.11(b) shows the residual MI is inversely proportional to the length of the bit stream

N . For N = 220, the residual MI is less than 10−6 (circled in red). It is equal to the MI

between any pair of channels in (iii), indicating all channels are statistically independent

and their residual MI is a result of the finite bit stream length.

At the end, our scheme leads to a single-channel bit generation rate of 2 Tb/s. Our bit

rate is twice the current single-channel record with off-line post-processing [158–160].
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Figure 5.11: Mutual information between two spatial channels. (a) Mutual information
(MI) of experimental bit streams produced by (i) thresholding (red squares), (ii) keeping
3 LSBs from Ndigit = 6 bit conversion (blue triangles), (iii) calculating XOR of (ii) with
a bit stream from a spatially distant channel (black circles). The MI is averaged over
all channels. The MI decreases with the channel separation. (b) The residual mutual
information of (iii) in (a) at channel separation ∆x ≥ 1 µm is inversely proportional to
the bit stream length N , indicating it results from the finite stream length. The red circle
indicates the length of the bit stream used in (a).

5.7 Random bit testing

We evaluated the quality of the generated random bits with two standard statistical test

suites: NIST SP 800-22 and Diehard.

NIST SP 800-22

The NIST SP800-22 Random Bit Generator test suite consists of 15 different kinds of

statistical tests, some of which include subtests [171]. Each test returns a single or multiple

p-values. When the p-value exceeds a significance level of α = 0.01, the bit stream is

considered random, as recommended by NIST. For k bit streams, we examine if they pass

or fail each statistical test. The pass proportion should be within (1−α)±3
√
α(1− α)/k.

For each spatial channel, we use k = 1000 bit sequences, each having 220 bits, in total over
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109 bits. As an example, Fig. 5.12 shows the test results for one bit stream. In panel (a),

the pass proportions are all above the criterion indicated by the red line.

For a good random bit generator, the p-values from the k bit streams should be uni-

formly distributed. The composite P-value (p-value of the p-values) is a measure of uni-

formity of the p-values. The distribution of p-values is considered as uniform when the

composite P-value is larger than a significance level of 10−4. The example in Fig. 5.12(b)

shows that the composite P-values of all subtests are above the significance level indicated

by the red line.
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Figure 5.12: NIST SP800-22 statistical test results for a single channel. (a) Pass propor-
tions and (b) composite P-values of 15 kinds of statistical tests for random bits generated
experimentally in a single channel. Multiple (short, vertical) blue bars represent the sub-
tests for each kind of statistical test. The red lines denote the pass criteria recommended
by NIST.

Fig. 5.13(a) provides the test results for all of 127 parallel bit streams; 95 of them

passed all NIST tests, yielding a pass rate of 75%. Considering the statistical nature of the

NIST tests, the pass rate was previously evaluated for pseudo-random number generators

and physical random number generators. In Ref. [172], the NIST test was applied to

100 different sample data sets (each set consisting of 1000 segments of 1 Mbit length),

and a pass rate of 41%−56% was obtained for various representative pseudo-random bit
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generators. In Ref. [173], a pass rate of 59%−71% was reported for some well-known

pseudo-random number generation algorithms including those recommended by NIST. In

Ref. [161], a pass rate between 65% and 75% was obtained for a physical RBG based on

a chaotic laser. By accounting for the correlations of the sub-tests included in the NIST

test suite, the upper bound of the pass rate was estimated to be 80.99% [173]. Compared

to the pass rates in these prior studies, our pass rate of 75% for all channels (Fig. 3E) is

considered acceptable for reliable random bit generators.
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Figure 5.13: Random bit evaluation. (a) The NIST SP800-22 test results include 15 kinds
of statistical tests, yielding a total of 188 subtests for 127 parallel bit streams. The green
color denotes one stream passing one test; conversely, red denotes test failure. Ninety-five
bit streams pass all subtests, yielding a pass rate of 75%, which is considered acceptable
for a reliable RBG. (b) The percentage of all 188 subtests that every bit stream passes
(green) is uncorrelated with the SNR s/2σ of the corresponding pair of spatial channels
(red dashed and dotted lines).

136



To investigate the effect of photodetection noise on the quality of random bits, we

define the signal-to-noise-ratio (SNR) as the bin size s for digitization of ∆In divided by

2σ of the background fluctuation in a channel. Figure 5.13(b) shows that the percentage

of all 188 subtests that every bit stream passes is uncorrelated with the SNR for the pair of

spatial channels XOR’ed to create it, indicating that the level of detection noise does not

affect the random bit quality.
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Figure 5.14: NIST SP800-22 statistical test results for combined bit sequences.
(a) Schematic of combining two bit streams from channels a & b. The odd (even)-indexed
bits from channel a is combined with the even (odd)-indexed bits from channel b. (b) The
NIST test results for combined bit sequences created from neighboring spatial locations.
The random bit streams from two adjacent channels are combined to produce two new bit
sequences. In total 126 combined bit sequences are created from 126 original bit streams.
92 of them pass all NIST tests, yielding a pass rate of 73%. (c) The test result for com-
bined bit sequences of randoms pairs of channels. 127 pairs are chosen randomly among
the 127 channels, and a new bit sequence is constructed from each pair. 92 out of 127 pass
all NIST tests, yielding a pass rate of 72%.

Finally, we verified the absence of short-range correlations in the parallel random bit

streams. We combine odd bits from one stream and even bits from another to generate

new sequences [See Fig. 5.14(a)]. The NIST tests of such combined bit sequences yield

a pass rate of 72 to 73% [Fig. 5.14(b) and (c)], demonstrating that all the original parallel
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bit streams are truly independent.

Diehard test suite

We conducted the Diehard tests [174] to further assess the quality of parallel random bit

streams. A random bit stream of bad quality returns p-values very close to 0 or 1. The

entire test suite passes with a 95% confidence interval for p-values between 0.0001 and

0.9999 [175]. Figure 5.15(a) shows the Diehard test results for 100 Mbit from a single

channel. The p-values from all the statistical tests are within the interval [0.0001, 0.9999],

thus the entire test suite is passed.
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Figure 5.15: Diehard statistical test results. (a) p-values for 18 kinds of statistical tests
are obtained with 100 Mbit from a single channel. Each blue (short, vertical) bar represents
one p-value. (KS) denotes that the Kolmogorov-Smirnov test is performed to obtain the
composite p-value. The red lines denote the minimum and maximum of the acceptable
range of p-values: 0.0001 (left panel for p) and 0.9999 (right panel for 1− p). (b) The test
results for all channels. Red color indicates that the random bits fail the test. The black
arrow denotes the channel (66th) used for (a). 118 out of 127 bit streams pass all the tests,
yielding a pass rate of 93%.

Figure 5.15(b) shows the test results for all channels. Considering the statistical nature

of the Diehard test, we evaluate the pass rate over all bit streams. Among the 127 bit

streams, 118 bit streams completely pass the Diehard test, yielding a pass rate of 93%.
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Finally we performed the Diehard tests on all parallel bit streams As shown in Ta-

ble 5.1, the average pass rate over 10 separate tests with different data sets is 93%. As

a reference, we repeat the tests with random bits generated by one of the widely used

pseudo-RBG algorithms, Mersenne-Twister. With the same amount of random bits, the

average pass rate over 10 tests is 92± 2%. It is very close to the pass rate of all bit streams

generated by our laser, thus certifying the randomness of our parallel RBG.

Test set 1 2 3 4 5 6 7 8 9 10 Average
Pass rate (%) 94 94 91 93 92 94 93 91 92 95 93 ± 1

Table 5.1: Pass rate of the Diehard tests. The percentage of parallel bit streams from 127
channels, each 100 Mbit long, that completely pass the Diehard tests. The same tests are
performed over 10 independent sets of random bits generated by our laser. In total, 127 ×
10 × 100 Mbit are tested.

5.8 Information capacity

All these test results certify the randomness of our parallel random bits generated at a

cumulative rate of 2 Tb/s ×127 = 254 Tb/s. The very high RBG rate that we obtain indi-

cates an enormous amount of entropy created by our laser. To establish its physical origin,

we consider a simple model including only the interference of transverse and longitudinal

lasing modes and spontaneous emission noise.

5.8.1 Entropy rate

Cohen-Procaccia entropy rate estimate

Using the Cohen-Procaccia algorithm [146, 176], we compute the entropy rate hCP as

a function of the bin size ε for intensity digitization and the temporal sampling period

τ . For a time trace of emission intensity I(t) at a single position of the laser facet, we

construct d-dimensional data sets by introducing time delays: I1 = I(t), I2 = I(t+ τ), ...
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, Id = I(t+ (d− 1)τ). Then we randomly select N reference points in the d-dimensional

space. For each reference point j, we compute fj(ε), the fraction of other points within a

d-dimensional box of width ε. The d-dimensional pattern entropy estimate is given by

Hd(ε, τ) = − 1

N

N∑
j=1

log2[fj(ε)]. (5.7)

The Cohen-Procaccia entropy rate estimate is then obtained by

hCP(ε, τ, d) = τ−1[Hd(ε, τ)−Hd−1(ε, τ)]. (5.8)

Here ε = (Imax − Imin)/2Ndigit , with Imax and Imin being the maximum and minimum

intensities, respectively.

Single-channel entropy rate

We estimate the entropy rate hCP for a bit stream generated from the simulated intensity

fluctuations of a single spatial channel, simulated with Eq. 5.4. Figure 5.16 shows the

convergence of hCP for different embedding dimensions d. Both the interference of a

large number of lasing modes and the spontaneous emission noise contribute to entropy

generation. As a result of stochastic intensity fluctuations, hCP increases linearly with the

number of digits Ndigit. We compare the entropy rate hCP to the information theoretical

limit h0 given by,

h0 = min(τ−1, 2fBW ){Ndigit −DKL[p(I)||u(I)]} (5.9)

where fBW denotes the signal bandwidth, andDKL[p(I)||u(I)] =
∑

I p(I) log2[p(I)/u(I)]

is the Kullback-Leibler divergence [177] between the intensity PDF p(I) and the uniform

PDF u(I) within the same range of digitization. The fact that hCP reaches the information
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theoretical limit h0 [146] indicates that the maximal possible bit rate for a single channel

is achieved. This rate exceeds the experimentally obtained value because of the limited

temporal resolution and dynamic range of the photodetector.
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Figure 5.16: Information capacity of simulated single-channel intensity dynamics.
The Cohen-Procaccia entropy rate estimate hCP in a single spatial channel converges for
different embedding dimensions d, and reaches the information theoretical limit h0 (black
dashed line), indicating that the maximum possible RBG rate is reached.

To understand how the number of transverse modes M and the spontaneous emis-

sion noise affect entropy generation, we vary M and turn on/off the phase noise when

calculating the entropy rate. We calculate the original entropy created by multimode in-

terference using a time trace of intensity without accounting for the finite temporal mea-

surement resolution. The length of the simulated time traces is 1.5 µs. With only one

transverse mode and without spontaneous emission noise, the intensity trace is periodic in

time [Fig. 5.17(a)]. The periodic modulation results from the temporal beating of the lon-

gitudinal modes with equal frequency spacing. Fig. 5.17(d) shows the Cohen-Procaccia

entropy rate hCP versus the number of digits Ndigit for embedding dimension d = 3. As

Ndigit increases, hCP first rises then drops, as the intensity trace repeats itself in time and

no additional entropy is created eventually. With M = 3 transverse modes, the intensity
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Figure 5.17: Cohen-Procaccia entropy rate of simulated time traces. (a) A portion of
the simulated intensity time trace I(t) with only the fundamental transverse modes (M =
1), and without spontaneous emission noise. (b) I(t) with M = 3 and without spontaneous
emission noise. (c) I(t) withM = 3 and with spontaneous emission noise (δν = 100 MHz).
(d) Entropy rate hCP for the time traces in (a)-(c) with embedding dimension d = 3. The
sampling period τ is 1.5 ps.

trace in Fig. 5.17(b) exhibits more complex and aperiodic modulations. Since the trans-

verse and longitudinal mode spacings are incommensurate, the temporal beating of modes

produces an intensity trace that will never repeat itself. Consequently, hCP keeps increas-

ing with Ndigit, first linearly then sublinearly in Fig. 5.17(d). Adding the spontaneous

emission noise [Fig. 5.17(c)] contributes to entropy generation as can be seen in a further

increase of hCP in Fig. 5.17(d). Moreover, hCP grows linearly with Ndigit as a result of the

stochastic noise.

5.8.2 Number of independent channels

Karhunen-Loeve decomposition

To determine how many independent spatial channels are available for parallel RBG, we

investigated the effective spatial degrees of freedom (DoFs) of the emission pattern of our

laser. We apply the Karhunen-Loeve decomposition of the intensity pattern I(x, t) sim-

ulated with Eq. 5.3. We use a small cavity of length L = 40 µm, width W = 28.2 µm,
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radius of end facets R = 23 µm and effective refractive index n = 3.37. The mode fre-

quencies νm,q and spatial field profiles ψm(x) are obtained from the COMSOL calculation

of cavity resonances. The amplitudes Am,q of individual lasing modes are calculated with

SPA-SALT. Their phases φm,q are random numbers in the range of [0,2π).

From the intensity fluctuation δI(x, t) = I(x, t)−〈I(x, t)〉t, the spatial covariance ma-

trix Cab = 〈δI(xa, t)δI(xb, t)〉t is constructed and its eigenvalues λα are computed [20].

λα is sorted from high to low with the index α, and it reflects the amplitude of the cor-

responding eigenmode in I(x, t). The value of λα has a sudden drop at α = 2M , where

M is the number of transverse lasing modes (Dashed line of Fig. 5.18). Hence, the spa-

tial degrees of freedom is 2M , where the factor 2 stems from the independent degrees of

freedom in the amplitude and phase of the field of one mode.
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Figure 5.18: Information capacity of simulated spatio-temporal intensity pattern. The
effective number of spatial degrees of freedom 2H in the emission pattern grows linearly
with the number of transverse lasing modes M . The black solid line is a linear fit. The
blue dashed line is the naively expected number of spatial degrees of freedom 2M , which
exceeds 2H .
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Spatial complexity

As a consequence of gain competition and saturation, the mode amplitudes are not uni-

formly distributed, effectively reducing the spatial DoFs. We quantify the spatial com-

plexity by the Shannon entropy of the eigenvalues [178]

H = −
∑
α

pα log2 pα, (5.10)

where pα = λα/(
∑

α λα) is the normalized eigenvalue. The dotted line in Fig. 5.18 shows

the spatial complexity as a function of the number of transverse modes M . The number

of effective DoFs 2H grows linearly with M , but with a slope smaller than 2. By maxi-

mizing M with our cavity design, the maximal number of spatial channels is available for

parallel RBG. Keeping only three LSBs after digitizing the emission intensity further re-

duces the spatial correlation length, and the number of independent channels is thus further

increased.

5.9 Discussion and conclusion

In this chapter, our proof-of-concept experiment demonstrates parallel RBG in 127 inde-

pendent channels with a rate of 2 Tb/s per channel. Both the single-channel bit rate and the

number of spatial channels are limited by the resolution and efficiency of our experimen-

tal apparatus. Improving the temporal resolution and the dynamic range of photodetection

can double the single-channel bit rate to ∼4 Tb/s. If all the emission is collected with

finer spatial resolution, our laser can produce ∼500 independent bit streams. Then the

cumulative bit rate will reach 2 Pb/s.

It is possible to create a compact parallel-RBG system by integrating fast photodetec-

tors with the laser in a single chip like the sketch in Fig. 5.19. Alternatively, commercially
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Figure 5.19: Schematic of a compact parallel RBG system. The many-mode
electrically-pumped semiconductor laser with curved end facets creates ultrafast inten-
sity fluctuation in space and time. Two arrays of fast photodetectors measure the laser
emission.

available linear arrays of photodiodes may be butt-coupled to the laser chip on both ends.

Although current photodiodes are not fast enough to fully resolve the temporal intensity

dynamics, spatial multiplexing with hundreds of channels alone will drastically increase

the RBG rate.

Compared to existing RBG schemes, our method, based on a single laser diode without

optical feedback or optical injection, is extremely simple yet highly efficient. It does not

necessitate any fine-tuning of operation parameters, and its performance is robust against

fabrication defects. In our current experiments, the random bit streams are generated by

a computer through off-line post-processing including XOR of bit streams from different

locations. Real-time streaming of parallel random bits to a computer by conducting the

post-processing (including XOR) “on the fly” remains a major technological challenge

[161, 162].

Besides the application of RBG, the extraordinary spatio-temporal complexity of our

laser facilitates rich, diverse dynamical behavior, which can be finely tailored via the cavity

geometry. By varying the spatial structure of cavity modes and tuning their characteristic
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length scale, we could effectively manipulate their nonlinear interactions with the gain

medium to create deterministic spatio-temporal structures on demand. Such an ability to

control the number of active modes and their nonlinear interactions promotes our laser

as a model system to study many-body phenomena and for harvesting spatio-temporal

quantum fluctuations. Because our laser possesses a variety of temporal and spatial scales,

it may also be useful for studying optical turbulence with high Reynolds numbers. Despite

having a high-dimensional phase space with a complex landscape, our laser is compact

and may be used for reservoir computing and for creating physical unclonable functions

(PUFs).
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Chapter 6

Many-mode surface-emitting lasers with
asymmetric cavities

6.1 Introduction

In previous chapters, we studied the impact of cavity geometry on the lasing dynamics

of edge-emitting quantum well semiconductor lasers. One drawback of the edge-emitting

lasers with asymmetric laser cavities, particularly those with chaotic ray dynamics, is the

lack of preferential direction of laser output. To reduce its divergence angle, in chapters 3

and 4, we considered a stable cavity configuration with two curved end facets. However,

the emission from edge-emitting lasers still has a broad vertical divergence perpendicular

to the wafer surface due to the small thickness of the guided layer. In this chapter, to further

improve the emission directionality of many-mode lasers, we investigate a completely

different laser structure: vertical-cavity surface-emitting lasers (VCSELs).

VCSELs have a laser cavity formed by a pair of distributed Bragg reflector (DBR)

mirrors deposited on the top of a wafer. A cavity with an active layer resides between the

DBRs. An optical mode is formed by reflection between two DBRs perpendicularly to

the epitaxial layer surface. As a result, optical propagation is predominant in the vertical
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direction normal to the wafer surface, yielding an output beam of a relatively narrow di-

vergence angle. Because of its compact size, low threshold current, and easy integration,

VCSELs have been widely used in display, optical interconnects, and light-based detection

and ranging (lidar) applications.

Large-area VCSELs are particularly interesting as they possess huge spatial degrees

of freedom. The multiple lasing modes accommodate high emission power, facilitating

sensing and imaging applications. In addition, the low spatial coherence of laser emission

could be useful for speckle-free imaging [119, 120, 179]. From the physics point of view,

many transverse modes enrich the spatiotemporal multimode lasing dynamics [180–184].

Furthermore, unlike edge-emitting lasers with dominant polarization, multiple polarization

states exist in VCSELs. As a result, the large-area VCSELs manifest complex polarization

dynamics [185, 186].

Here the cavity geometry adds another degree of freedom to control the lasing be-

haviors. Large-area VCSELs with various asymmetric cavity shapes have been investi-

gated [187–198], revealing that the cavity ray dynamics dictate the spatial profiles of the

output beam at the near-field and the far-field. Breaking the structural symmetry of the

cavity shape can also boost the output power of large-area VCSELs by increasing the den-

sity of states [199]. However, the role of cavity shape for VCSELs in a highly multimode

regime has not been extensively investigated yet. Enhancing the number of transverse

lasing modes would pave the way to utilize the vast spatial degrees of freedom.

This chapter numerically investigates the impact of cavity shape on the number of las-

ing modes for large-area VCSELs. We developed a numerical framework to calculate the

Q-factor and resonant frequencies of passive modes in VCSELs, applicable to any arbitrary

cavity shape with material birefringence. We demonstrate that specific cavity shapes can

support a larger number of lasing modes than conventional circular-shape cavities. Such

large-area VCSELs with an enhanced number of lasing modes could facilitate speckle-
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free imaging with an improved emission directionality. Furthermore, our approach to

simulating large-area VCSELs could be useful for studying their complex spatiotemporal

polarization dynamics.

6.2 Simulation of VCSEL structures

Passive resonances in a laser cavity are the building blocks of studying lasing behavior. As

seen in previous chapters, the spatial structure of passive modes can determine the quality

factors and mode competitions, which dictate the lasing characteristics. To this end, it is

desirable to calculate the passive modes in a large-area VCSEL. Unlike the edge-emitting

lasers defined in a two-dimensional space, for VCSELs, there is an additional dimension

perpendicular to the wafer surface. Hence, it is needed to simulate a three-dimensional

(3D) structure. Methods have been developed to calculate the 3D photonic structures both

in passive and active materials [199–201]. However, it is computationally demanding to

simulate large-area VCSELs in 3D.

There are several approaches to reduce the computation domain of VCSELs, as il-

lustrated in Fig. 6.1. Here we consider a VCSEL structure with a circular cross-section,

consisting of a cavity of length Lcav between a pair of DBRs. The most common way to

simplify the structure is using reduction by symmetry [See Fig. 6.1(a)]. As the structure

has a cylindrical symmetry, the electric field can have a separable form,

E(r, ϕ, z) = Ẽ(r, z)exp(−imϕ), (6.1)

wherem is the azimuthal mode number. Then, the governing wave equation for 3D passive

resonances

∇× (µ−1
r ∇× E)− k2εrE = 0, (6.2)
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Figure 6.1: Methods to calculating the passive modes in a three-dimensional VCSEL.
(Upper left) the original VCSEL structure consisting of a cavity with length Lcav sand-
wiched between two DBRs. (a) For a cylindrically symmetric structure, the computational
domain can be reduced to a two-dimensional space with radial and axial coordinates. The
solutions have azimuthal dependence e−imφ, where m is the azimuthal mode number. (b)
The DBRs can be replaced by highly reflective mirrors (dashed lines) spaced by effec-
tive cavity length Leff , which simplifies the simulation domain. (c) An optical mode of
VCSEL can be approximated by a superposition of forward- and backward-propagating
guided modes in a waveguide with the same cross-section.
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can be rewritten as,

(
∇− im

r
ϕ̂
)
×
[
µ−1
r

(
∇− im

r
ϕ̂
)
× Ẽ

]
− k2εrẼ = 0, (6.3)

where εr and µr are the relative permittivity and permeability of the resonator, and k is

the complex wavevector of a passive resonance. Now Eq. 6.3 solves for the electric field

Ẽ(r, z) defined in a 2D domain with radial (r) and axial (z) coordinates. This symmetry

reduction can significantly reduce the computation load. However, it is limited to struc-

tures with perfect cylindrical symmetry, which is not applicable for asymmetric cavities or

birefringent material. As we are mainly interested in breaking the structural symmetry, a

different method that does not rely on cylindrical symmetry is desirable.

Another method is to approximate the DBR as a single highly reflective mirror, as

shown in Fig. 6.1(b). The hard mirror resonator with vanishing boundary conditions can

replace the highly reflective DBRs [202–204]. As optical mode penetrates some distance

into the DBRs as an evanescent wave [205], the effective cavity length Leff between two

highly reflective mirrors is larger than the actual cavity length Lcav between the DBRs.

Without the stacks of thin dielectric layers, this simplified structure dramatically reduces

the computation load. Moreover, as this method does not rely on symmetry in a transverse

plane, it enables the simulation of any arbitrary cavity shape and anisotropic materials.

However, given a single mirror, it is challenging to model the complex reflection behavior

from the DBR: e.g., spectral response, phase shift, and the dependence on the angle of

incidence. Hence, it is difficult to accurately estimate the Q-factors of passive resonances,

especially for high-order transverse modes with a relatively large transverse wavevector.

Therefore, we resort to an approximation described in Fig. 6.1(c). We approximate

a VCSEL mode as a superposition of forward and backward propagating waves between

the DBRs. The propagating wave can be calculated by solving the guided modes of a
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waveguide with the same cross-section. It reduces the simulation dimension from 3D to

2D, greatly accelerating the computation. The reflection spectra of the DBRs, which are

calculated separately, are then incorporated to estimate the quality factor of each mode.

The following sections elaborate on the procedure and validate our approximation.

6.3 Approximation of VCSEL resonances

Simulation parameters

We first obtain the passive modes of the original 3D VCSEL structure. To this end, we sim-

ulate a circular-shape VCSEL with symmetry reduction [Fig. 6.1(a)]. We use COMSOL

2D axisymmetric model with the eigenfrequency analysis module.

The simulated VCSEL has a GaAs/AlAs epiwafer structure. The refractive index of

GaAs and AlAs are nH = 3.52 and nL = 2.97, respectively. We design the DBR with

the stop-band centered at λ0 = 950.0 nm. To do so, the DBR has the repeated quarter-

wave layers of GaAs and AlAs with thicknesses of λ0/4nH,L, which yield 67.47 nm and

79.97 nm, respectively. Both top and bottom DBRs have 19.5 pairs of GaAs/AlAs layers.

A GaAs λ-cavity, with a thickness of Lcav = λ0/nH = 269.9 nm, resides between two

DBRs. We assume that the entire layer structure is embedded vertically between two

GaAs substrates. To this end, the impedance boundary conditions with a refractive index

of nH are imposed at the uppermost and lowermost layers.

In a radial coordinate, we assume a cavity with a radius of 5 µm. For conventional VC-

SELs, the lateral cavity boundary is typically defined by ion implantation or oxidization.

To simply the structure and enhance the lateral confinement, we assume a pillar structure

with the lateral boundary completely etched and exposed to air [See Fig. 6.1]. We impose

the scattering boundary condition at the lateral end of the simulation domain.
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Optical modes in a VCSEL

Using the reduction by symmetry method, we calculated 134 passive modes within the

spectral range between 938.0 and 950.0 nm. Figure 6.2(a) shows an exemplary transverse

profile of the calculated passive modes at the middle of the λ-cavity (z = 0). Due to

the circular cavity shape with the high index contrast at the boundary, typical solutions

are whispering-gallery modes. The Fourier transform in Fig. 6.2(b) reveals a circular

distribution of spatial frequencies. For each passive mode, we can define a transverse

wavevector kt, which corresponds to the radius of the distribution in Fig. 6.2(b). For

higher-order transverse modes, the magnitude of kt becomes larger.

Figures 6.2(c) and (d) show the schematic of optical propagation in a VCSEL. Reflec-

tion occurs at the dielectric interface between the cavity and a DBR. The wavevector k

determines the resonant frequency λ = 2πn/|k|. The transverse component kt is related

to the transverse mode profile, as shown in Figs. 6.2(a) and (b). The axial component

kl is determined by the vertical cavity structure with DBRs, hence barely depends on the

transverse mode profile. For a given wavevector k, we can define the angle of incidence θ

on the cavity-DBR interface by θ = tan−1(kt/kl) ' kt/kl when this angle is sufficiently

small. Higher-order transverse modes have a larger θ at the cavity-DBR interface.

Figures 6.2(c) and (d) also illustrate two possible polarization states. The s-polarization

has the electric field perpendicular to the plane of incidence. Thus the electric field is

dominant in the transverse plane (TE modes). On the other hand, the p-polarized light has

the electric field parallel to the plane of incidence, and the magnetic field is dominant in

the transverse plane (TM modes).

The polarization state is a dominant factor determining the mirror reflectivity. Fig-

ures 6.2(e) and (f) show the reflectivity as a function of the angle of incidence θ, calcu-

lated by the optical transfer matrix method [206]. For the s-polarization, the reflectivity in-
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Figure 6.2: A passive mode of a VCSEL with cylindrical symmetry. (a) An exemplary
electric-field distribution of a transverse mode profile at z = 0. The mode was obtained
by simulating a VCSEL (radius of 5 µm) with reduction by cylindrical symmetry. The
resonant wavelength is 940.0 nm, and the Q-factor is 5131. (b) The Fourier transform of
the transverse mode profile in (a). The radius of the spatial frequency distribution defines
the transverse wavevector kt. (c,d) Possible polarization states of optical propagation. E,
H, and k denote the electric field, magnetic field, and wavevector, respectively. kt and kl
represent the wavevectors in a transverse and axial (vertical) direction. The s-polarization
has E perpendicular to the plane of incidence, while the p-polarization has E parallel to
it. (e,f) The reflectivity of the DBR calculated by optical transfer matrix method. With an
increasing angle of incidence, the reflectivity increases for the s-polarized light, while it
decreases for the p-polarized light.
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creases with θ. In contrast, p-polarized light has decreasing reflectivity with θ. For a given

angle of incidence θ smaller than Brewster’s angle (not shown in Fig. 6.2), s-polarized

light has a larger reflectivity than p-polarized light.

Propagating modes in a waveguide

As mentioned in Fig. 6.1(c), we approximate the VCSEL modes by a superposition of

propagating and counter-propagating waves between two DBRs. We calculate the guided

modes of an optical waveguide with the same cross-section as that in Fig. 6.2. We use a 2D

COMSOL model with the mode analysis module. We set a circular region in the simulation

with a radius of 5 µm. We choose the refractive index n0 of 3.295, which is close to the

averaged index of the DBRs (nH + nL)/2 = 3.245. The air surrounds the circular cross-

section of the core, and we imposed perfectly matched layers at the outermost parts.

Figure 6.3 compares the optical modes in a VCSEL and an optical waveguide. An

example of the transverse profile of the highest-order mode is shown in Fig. 6.3(a) and (b).

The spatial profile of each mode for the VCSEL and the fiber has a good agreement with

each other.

While the calculation of a VCSEL yields the resonant wavelengths (or frequencies), the

mode analysis gives the effective indices neff of the guided modes. As shown in Fig. 6.3(c),

the resonant wavelengths of a VCSEL and the effective indices of fiber have a linear rela-

tion. Here we convert neff of fiber to the corresponding wavelength,

λ = λ0neff/n0, (6.4)

where λ0 = 950.0 nm as defined in the simulation of VCSELs. From Eq. 6.4, high-order

guided modes will have shorter λ, which is consistent with VCSELs. The resonant wave-

lengths of VCSEL and the corresponding wavelengths of the guided modes in a fiber show

155



Fiber

VCSEL

-5 0 5
-5

0

5

-5 0 5
-5

0

5

-1

0

1

N
or

m
al

iz
ed

 𝑬
𝒙

x (μm)

y 
(μ

m
)

y 
(μ

m
)

(a)

(b)

(c)

λ
= 

(λ
o/n

o)
n e

ff 
(n

m
)

938 940 942 944 946 948 950

Resonant wavelength of VCSEL (nm)

3.26

3.27

3.28

3.29

938

940

942

944

946

948

950

Ef
fe

ct
iv

e 
in

de
x 

of
 fi

be
r n

ef
f

(a,b)

Figure 6.3: Correspondence between optical modes in a VCSEL and an optical fiber.
The transverse electric-field profile of (a) a passive mode in a VCSEL and (b) a guided
mode in an optical fiber show an excellent agreement. The resonant wavelength is 938.1
nm. (c) Scatter plot of 134 resonant wavelengths of a VCSEL and the effective indices
of an optical fiber neff, showing a linear dependence. The arrow represents the mode in
(a) and (b). The right vertical axis (red) represents neff converted into wavelength by the
relation λ = (λ0/n0)/neff, where n0 = 3.295 is the refractive index of the fiber core and
λ0 = 950 nm is the resonant wavelength of the DBR structure. The dashed black line is
where the wavelengths of optical modes for the VCSEL and the fiber exactly match.

an excellent agreement. It validates our approximation with a waveguide to calculate the

resonant frequencies of the VCSEL.

Estimation of Q-factors

Next, we estimate the Q-factors of the VCSEL modes. We start with the Q-factor of an

optical mode in a Fabry-Perot geometry,

Q = 2π
n0L

λ0ln(1/R)
, (6.5)
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where R is the reflectivity of the mirror, and L is the cavity length between two mirrors.

The reflectivity R is a function of the angle of incidence and the polarization, which could

be determined as follows.
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Figure 6.4: Reflection behavior of optical modes at a DBR. The guided modes in an
optical fiber are used to simulate the reflection from the DBR. (a) The angle of incidence
as a function of the mode number. High-order modes have a large angle of incidence.
(b) The reflectivity of the DBR for s-polarization (Rs) and p-polarization (Rp) with the
angle of incidence from (a). (c) The portion of the s-polarized wavevector component in
the guided modes. The different polarizations in a circular waveguide (TE, TM, EH, HE)
are denoted with distinct markers. The p-polarized component cp is given by 1 − cs. TE
polarization has cs equal to 1, indicating pure s-polarization. A hybrid mode (EH) has cs
larger than 0.5, as TE-component is more dominant than TM-component.

For a guided mode with transverse profile E(x, y), we consider its Fourier transform

E(kt) in a domain of transverse wavevector kt = (kx, ky). The Fourier components are
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normalized by
∫
|E(kt)|2dkt = 1. Then the averaged transverse wavevector is given by,

〈|kt|〉 =

∫
|kt||E(kt)|2dkt. (6.6)

The averaged angle of incidence 〈θ〉 can be defined by,

〈θ〉 =
〈|kt|〉
kl

, (6.7)

where kl = 2πn0/λ0 is the longitudinal wavevector component. Figure 6.4(a) shows 〈θ〉

of the guided modes in a circular waveguide. The mode number is arranged from longer to

shorter resonant wavelengths. As high-order modes have a larger transverse wavevector,

the angle of incidence monotonically increases with the mode number.

Next, we calculate the reflectivity of the DBRs by the transfer matrix method [206].

For both s- and p-polarizations, the reflectance at the angle of incidence of 〈θ〉 is computed.

Here the incident wavelength is set to λ0cos(〈θ〉) in order to maintain the wavelength

in an axial direction as λ0. Figure 6.4(b) shows the reflectivity for both polarizations.

The reflectivity can be increased (s-polarized) or decreased (p-polarized) for higher-order

modes.

Each guided mode can have either p-polarized or s-polarized wave component, or

mixed states. To determine the portion of each polarization, we introduce the quantities:

cs =

∫
|k̂t × E(kt)|2dkt, (6.8)

cp =

∫
|k̂t · E(kt)|2dkt, (6.9)

where cs and cp represent the portion of s-polarized and p-polarized wave components, and

k̂t is the unit transverse wavevector. The summation of cs and cp equals to 1. Figure 6.4(c)
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shows cs for the guided modes. For a circular waveguide that was simulated here, the

polarization of a guided mode can be classified into TE, TM, EH, and HE modes [207].

Different polarizations are denoted with distinct markers in Fig. 6.4(c). The quantity intro-

duced in Eq. 6.8 exactly captures these polarization states: TE-modes with s-polarization

[See Fig. 6.2(c)] has cs = 1. Conversely, TM-modes with p-polarization [Fig. 6.2(d)] has

cs = 0. For hybrid modes, EH modes have dominant transverse electric-field, thus have cs

larger than 0.5. For HE modes with dominant transverse magnetic-field, cs is smaller than

0.5.

For the cavity length L, we should use the effective cavity length Leff , which takes into

account the penetration distance into the DBR. We obtained Leff using Eq. 6.5, where the

Q-factor of the fundamental mode (HE11) and the reflectivity R at the normal incidence

θ = 0 are used. It yields the effective cavity length Leff = 1065 nm. Alternatively, we

estimated the effective cavity length by fitting an evanescent intensity decay in the DBR

with an exponential function. The fitted penetration depth yields the effective cavity length

(two times penetration depth plus the cavity length) of 1139 nm, which is different from

Leff by 7 percent. This deviation could be attributed to the non-uniform refractive index

distribution in the DBR layers.

Lastly, we combine every quantity in Eq. 6.5. We can estimate the quality factor Q of

a VCSEL mode using the guided mode solutions by,

Q−1 = cpQ
−1
p + csQ

−1
s , (6.10)

where

Qp,s = 2π
n0Leff

λ0ln(1/Rp,s)
(6.11)

represent the Q-factors of pure p- or s-polarized light. Considering that there are two

parallel intensity decay channels for p- and s-polarizations, the effective decay rate should
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be the weighted sum of the independent decay rates, or the inverse of the Q-factors, as

shown in Eq. 6.10.

Validation of the approximation

A circular cavity with perfect cylindrical symmetry allows us to calculate the 3D reso-

nances using reduction by symmetry. It could be a reference point to verify our approxi-

mation. Figure 6.5(a) compares the distributions of its Q-factors from both 3D calculation

and our approximation in 2D. Our results using Eq. 6.10 show an excellent agreement

with the 3D simulation results. It validates our approximation with the guided modes to

calculate the Q-factors and the resonant wavelengths of passive modes in a VCSEL.

The Q-factors have a narrow distribution of around 5200, whose value is determined

by the reflectivity of the DBRs and the effective cavity length. For the shorter wavelength,

the Q-factor can be higher or lower than the averaged level due to the larger angle of

incidence. We note that the Q-factor varies by only ∼20%, which is significantly smaller

than circular edge-emitting microdisk lasers whose Q-factors differ by several orders of

magnitude.

The mode with the highest Q-factor will dominate the laser emission. As shown in

Fig. 6.5(b), the highest-Q mode is a high-order TE mode with pure s-polarization. To vi-

sualize the direction of the wavevector, we compute the Poynting vector St, given by E×H

projected onto the transverse plane. For the TE mode in Fig. 6.5(b), the electric field is per-

pendicular to the transverse flux direction at every spatial location [See Fig. 6.5(d)]. Con-

versely, the lowest-Q mode is a high-order TM mode with pure p-polarization [Fig. 6.5(c)].

In the transverse plane, the electric field is parallel to the transverse flux direction at every

location [Fig. 6.5(e)]. These passive resonance with the extreme Q-factors differ from the

edge-emitting microdisk laser, whose highest-Q mode is the whispering gallery-type mode

with a spatial profile localized at the cavity boundary.
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Figure 6.5: Validation of approximating VCSEL modes by guided modes in a fiber. (a)
Blue squares: The mode distribution of a circular 3D VCSEL obtained using reduction by
symmetry. It shows excellent agreement with the 2D fiber approximation (red crosses). (b)
The transverse modal profile of the highest Q-factor (Q = 6238, λ = 939.3 nm). The red ar-
rows represent the transverse electric field Et, and the blue arrows represent the transverse
Poynting vector St, defined by E ×H projected onto a transverse plane. The highest-Q
mode is a TE-mode with pure s-polarization, in whichEt and St are perpendicular at every
location. (c) The lowest Q-factor mode (Q = 4361, λ = 939.1 nm) is a TM-mode with pure
p-polarization, in which Et and St are parallel to each other. (d,e) The schematic of TE
and TM polarization, illustrating the modes in (b) and (c), respectively.
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6.4 Calculating the passive modes

This approximation method greatly expands the variety of 3D cavity structures we can

simulate: we can now calculate the passive modes with material birefringence and/or

structural asymmetry, which are presented in this section.

6.4.1 Material birefringence

Typical AlGaAs wafers have anisotropic refractive indices depending on the crystal struc-

ture. The material birefringence is closely related to the polarization of the laser emis-

sion [208–211], and also can have a significant impact on dynamics of large-area VC-

SELs [184]. The difference in refractive index is on the order of 10−4 for AlGaAs materi-

als [212, 213]. To this end, we introduce material birefringence by assuming the refractive

index in the x- and z-direction nx = nz = 3.2950 and that in the y-direction ny = 3.2951.

Figure 6.6(a) shows the passive mode distribution with material birefringence. Intro-

ducing the material birefringence does not significantly impact the distribution of quality

factors. The modes with the highest and lowest quality factors are shown in Figs. 6.6(b)

and (c). The spatial distributions of the wavefunctions correspond to the bouncing-ball or-

bits. The highest-Q mode [Fig. 6.6(b)] has the optical propagation in the x-axis, as shown

in the direction of the transverse Poynting vectors. The electric field mostly aligns along

the y-direction, perpendicular to the optical propagation. It resembles the s-polarized light,

whose transverse electric field is normal to the transverse wavevector. In contrast, the elec-

tric field aligns parallel to the optical propagation in a transverse plane for the lowest-Q

modes. This mode mainly contains p-polarized light, whose transverse electric field is

parallel to the transverse wavevector.
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Figure 6.6: Passive resonances of a VCSEL with material birefringence. (a) The distri-
bution of 456 passive modes in a 9 µm-radius VCSEL. Compared to the isotropic material
(blue square), introducing the material birefringence of ny−nx = 10−4 (red cross) does not
have a significant impact on the mode distribution. (b) The mode profile of the highest-Q
mode (Q = 6197, λ = 938.5 nm). On the right, the central region is zoomed-in and plotted
with the transverse electric field and Poynting vector distributions (red arrows). The field
amplitude and Poynting vector distribution reveal the optical propagation along the x-axis.
The electric field is mostly parallel to the y-axis, perpendicular to the optical propagation.
(c) The mode profile of the lowest-Q mode (Q = 4329, λ = 938.4 nm). The electric field is
parallel to the optical propagation.
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6.4.2 Structural asymmetry

Next, we break the symmetry in the cavity geometry. We consider a D-shaped cavity of R

= 10 µm with an isotropic refractive index of 3.295. To ensure that the same number of

modes are calculated, the cavity area is kept the same as the circular cavity in Section 6.4.1

(254 µm2). Figure 6.7(a) shows the distribution of passive modes in a D-shaped VCSEL.

For circular and D-shaped cavities, the average level of Q-factors is the same, around 5200.

However, the distribution of Q-factors in a D-cavity is significantly narrower than in the

circular cavity.

The highest and lowest-Q modes are shown in Figs. 6.7(b) and (c). Both of them have

bouncing-ball orbits along the y-axis but have different polarizations. In a transverse plane,

the highest-Q mode has an electric field nearly perpendicular to the optical propagation (s-

pol). In contrast, the lowest-Q mode has an electric field almost parallel to it (p-pol). This

result tells us that, as we have previously seen in Section 6.4.1, the bouncing ball orbits in

a VCSEL are likely to have maximum or minimum Q-factors, as they possess almost pure

s- or p-polarization.

Compared to Fig. 6.6(a), the modes with remarkably high or low Q-factors are signif-

icantly reduced in a D-shaped VCSEL. We attribute this to the chaotic ray dynamics in a

D-shaped cavity. In a wave-chaotic cavity, an optical mode can barely maintain pure s-

or p-polarization but has mixed polarization states. These hybrid polarization states could

have moderate reflectivity, as the relatively high reflectivity of s-polarization and relatively

low reflectivity of p-polarization are mixed. As a result, this cavity shape can narrow the

distribution of Q-factors. Such a narrow distribution of Q-factor may enhance the number

of lasing modes, as many modes can have similar lasing thresholds and lase together.
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Figure 6.7: Passive resonances in a VCSEL with asymmetric cavity shape. (a) The
distribution of 451 passive modes in a 10 µm-radius D-shaped VCSEL. No material bire-
fringence is introduced. Compared to the circular cavity with the same area (blue square),
the D-shaped cavity (red cross) has a considerably narrower distribution of Q-factors. (b)
The mode profile of the highest-Q mode (Q = 5722, λ = 940.7 nm) of a D-shaped cavity
corresponds to a bouncing-ball orbit. The electric fields (red arrows) align perpendicularly
to the optical propagation direction (blue arrows). (c) The lowest-Q mode (Q = 4596, λ =
939.7 nm) also exhibits a bouncing-ball orbit. It has the electric field parallel to the optical
propagation.
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6.4.3 Birefringent asymmetric cavities

Lastly, we consider both the material birefringence and the asymmetric cavity shape. The

interplay between material anisotropy and cavity geometry leads to diverse polarization

states of light [214–216]. Our method would help study such behaviors; below, we show

an example.

In Fig. 6.8, we consider a D-shaped cavity in a spatial coordinate (x, y), where x de-

notes the symmetric axis of the cavity [See the inset of Fig. 6.8(e)]. Here we assume

birefringent axes (x′, y′) tilted by the angle α from the coordinate axes (x, y). The refrac-

tive index in x′ and y′ directions are 3.2950 and 3.2951, respectively.

Figure 6.8(a) compares the mode distributions with and without the material birefrin-

gence. Here α is 0 degree, in which the position coordinate and the birefringence axes

match. No significant change in the distribution of Q-factors is observed. As the sym-

metry of the cavity is already broken by its geometry, adding additional asymmetry in the

same directions by material anisotropy will have limited effects.

Here tilting the birefringent axes can play a role. As shown in Fig. 6.8(b), when α is

45 degrees, the distribution of the Q-factor can be further narrowed. Figures. 6.8(c) and

(d) show the modes having the highest and lowest Q-factors when α is 45 degrees. The

spatial distribution of the field amplitude is no longer symmetric with respect to the x-axis

but tilted due to the material birefringence. By rotating the birefringent axes, which further

breaks the symmetry of the cavity, s- and p-polarized lights can be mixed further. In turn,

the most narrow distribution of Q-factors is attained when α is 45 degrees [Fig. 6.8(e)]. As

shown here, manipulating material anisotropy would also impact the lasing characteristics

of a VCSEL, and our method would be an efficient tool to simulate such effects.
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Figure 6.8: Interplay of material birefringence and structural asymmetry. (a) Intro-
ducing material birefringence in a D-shaped VCSEL. There is no significant difference
in mode distributions between the isotropic (black square) and birefringent materials with
ny − nx = 10−4 (red cross). (b) Mode distributions with different orientations of the
birefringent axes. The inset of (e) defines the spatial coordinates (x, y) and the material
birefringent axes (x′, y′) with the tilt angle of α. With α = 45 degrees, the distribution of
Q-factors is narrowed down compared to α = 90 degrees. (c,d) The spatial mode profiles
with the highest Q (Q = 5741, λ = 939.7 nm) and the lowest Q (Q = 4617, λ = 939.7 nm)
for α = 45 degrees. They are no longer symmetric with respect to y = 0 but slightly tilted
due to the material birefringence. (e) The standard deviation of the Q-factors with different
values of α. It is minimized when the structural and birefringent axes are mismatched by
45 degrees.
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6.5 Number of lasing modes

We investigate how cavity shape can affect the number of lasing modes in a broad-area

VCSEL. We employ SPA-SALT [87, 88] simulation, which takes into account the gain

competition. Figure 6.9 shows eight different types of cavity geometry. The cavity size is

designed so that all the geometries have the same area or density of states. Figure 6.9(a) is

a conventional circular cavity with a radius of 9 µm. We include the cavities with chaotic

ray dynamics [Figure 6.9(b-d)] and those with integrable ray dynamics [Figure 6.9(e-f)],

which were investigated in Chapter 2. Additionally, we investigate a pentagon cavity [217,

218] in Fig. 6.9(g), and the Penrose unilluminable room [219–223] in Fig. 6.9(h).
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Figure 6.9: Number of lasing modes in VCSELs with various cavity shapes. Eight
different geometries are simulated: (a) circle, (b) D-shaped, (c) stadium, (d) Limaçon,
(e) ellipse, (f) square, (g) pentagon, and (h) the Penrose unilluminable room. The length
of a grid is 5 µm for all panels. All the geometries have the same cavity area of 253
µm2. (b) The number of lasing modes at ten times above the lasing threshold calculated
by SPA-SALT. The D-shaped, the pentagon, and the Penrose unilluminable room cavities
particularly feature a large number of transverse modes than other shapes.

For each cavity shape, we assume a birefringent material with the refractive index in

the x- and z-direction nx = nz = 3.2950 and that in the y-direction ny = 3.2951. We
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calculated approximately 450 passive resonances within the spectral range between 938

to 950 nm for each cavity. For the SPA-SALT calculation, we assume the gain bandwidth

(FWHM) of 12 nm centered at 944 nm, nearly covering the entire spectral range. The

number of lasing modes may vary with the peak wavelength of the gain spectrum. Hence,

we calculated the number of lasing modes at different gain center wavelengths from 940

to 948 nm with 0.1 nm steps and averaged the results.

Figure 6.9(i) shows the number of lasing modes. We calculate the pump level of ten

times above the lasing threshold, in which the number of lasing modes does not increase

further with pump strength due to gain saturation. The circular cavity supports the lasing

of 22 modes, the smallest among all cavity shapes. Breaking the structural symmetry

can boost the number of lasing modes by a factor of two. Particularly, D-shaped and

Pentagon cavity (44 lasing modes) and the Penrose unilluminable room (45 lasing modes)

are promising for many-mode lasing. In order to understand the role of cavity geometry,

the following section discusses the mechanisms to enhance the number of lasing modes.

6.6 Mechanisms for many-mode lasing

6.6.1 Narrow distribution of the quality factors

The narrow distribution of Q-factors can contribute to many-mode lasing. High-Q modes

typically lase first due to the low lasing threshold. When the distribution of the Q-factor is

narrow, the lasing thresholds could be similar to each other, and other modes can soon lase.

Figure 6.10 shows the mode distributions in square and pentagon cavities. The pentagon

shape considerably narrows down the distribution of Q-factors. We quantify the spread

of the distribution by the standard deviation of the Q-factors [Fig. 6.10(e)]. The pentagon

shape features the smallest standard deviation among all cavity shapes.
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Figure 6.10: Narrowing the distribution of Q-factors by modifying the cavity shape.
(a) The distribution of Q-factors in a square cavity. The side length of the cavity is 15.9
µm. (b) A pentagon cavity significantly reduces the spread of Q-factors. It has a side
length of 12.1 µm, which yields the same area as the square cavity in (a). (c) The highest-
Q mode in a square cavity (Q = 6350, λ = 938.7 nm). The schematic of the bouncing-ball
orbit and the simulated intensity profile are shown. (d) The highest-Q mode in a pentagon
cavity (Q = 5581, λ = 938.7 nm). The formation of the bouncing-ball orbit is prevented,
which leads to a spatially extended modal profile. (e) The standard deviation of Q-factors
for different cavity shapes. The square cavity has the broadest distribution of Q-factors
(blue arrow). The pentagon shape features the narrowest distribution (red arrow), which
may contribute to many-mode lasing.
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Here the cavity ray dynamics play a significant role in determining the Q-factor. Fig-

ure 6.10(c) shows the highest-Q mode in a square cavity. This optical mode corresponds

to a bouncing-ball orbit in a planar Fabry-Perot geometry. This type of mode can eas-

ily possess a pure s- (or p-) polarization, leading to a higher (or lower) Q-factor than the

other modes. In contrast, the pentagon shape prevents the formation of such a trajectory

due to the sharp corners [Fig. 6.10(d)]. As a result, optical modes have the spatial profile

spread over the entire cavity. Due to its complex speckle-like wavefunction, consisting

of many plane-wave components with diverse directions, the optical propagation does not

have pure s- or p-polarization but has mixed polarization. It makes the reflectivity almost

constant for every mode, which leads to a narrow distribution of Q-factors in Fig. 6.10(b).

Therefore, the pentagon-shaped cavity would be advantageous for many-mode VCSELs.

6.6.2 Minimal modal overlap

We attained the largest number of lasing modes in the Penrose unilluminable room [219–

223]. Its ray dynamics exhibit a unique property. Wherever a single-point light source is

placed in a cavity, there will always be unilluminated regions that the light cannot reach.

As a result, the optical confinement occurs at spatially distinct regions depending on the

initial conditions. We simulate the passive resonances of this cavity in Fig. 6.11. We used

the geometry described in Ref. [219] but smaller in length by a factor of 9.43. The four

exemplary mode structures manifest spatially distinct profiles. For instance, it could be

highly localized at the boundaries [Figs. 6.11(a)], spread over the cavity [Figs. 6.11(b)], or

have bouncing-ball orbits [Figs. 6.11(c,d)] [219–222].

The spatial overlap between modes determine the gain competition, which has a pro-

found impact on the behavior of multimode lasers. To this end, we quantify the overlap
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Figure 6.11: Spatial structure of passive modes in asymmetric VCSELs. The modes
of the Penrose unilluminable room have distinct profiles at spatially separated locations
inside the cavity. The resonant frequencies and Q-factors are (a) λ = 939.7 nm, Q = 5274,
(b) λ = 939.6 nm, Q = 5055, (c) λ = 940.9 nm, Q = 6037, and (d) λ = 939.4 nm, Q =
5194. In contrast, spatial distributions of passive modes in a Pentagon cavity are spread
throughout the entire cavity area. The exemplary modes have (e) λ = 938.7 nm, Q = 5581,
(f) λ = 942.6 nm, Q = 5544, (g) λ = 939.5 nm, Q = 5454, and (h) λ = 945.7 nm, Q =
5401, respectively. Compared to Pentagon cavity, the spatially separated modes in the
Penrose unilluminable room will reduce the mode competition and contribute to many-
mode lasing.

between the spatial profiles:

χµν =
1

A

∫
|Eµ(r)|2|Eν(r)|2dr, (6.12)

with the normalization
∫
|Eµ(r)|2dr = A, where A is the area of a cavity. We note that

Eq. 6.12 yields intensity overlap coefficients, unlike the complex-valued overlap coeffi-

cient in Ref. [87]. In our case, the passive modes have relatively high Q-factors due to

strong lateral optical confinement; thus, the imaginary part of the field is relatively small.

172



0

1

2

0

1

2

0

2

4

2 3 4 5
0

0.4

0

1

0

2

4

0

2

4

0 0.5 1 1.5 2 2.5
0

0.5

1Pr
ob

ab
ili

ty
 d

en
si

ty

Pr
ob

ab
ili

ty
 d

en
si

ty

Circle

D

Pentagon

Penrose

Circle

D

Pentagon

Penrose

Self-saturation coefficient Cross-saturation coefficient

(a) (b)

Figure 6.12: Spatial overlap of VCSEL passive modes in various cavity shapes. (a)
Histogram of the self-saturation coefficients. The black dotted line denotes the mean value.
The Penrose unilluminable room features remarkably higher self-saturation coefficients
than other geometries. (b) Histogram of the cross-saturation coefficients. The Penrose
unilluminable room features a significantly high probability of low cross-saturation coef-
ficients (a red arrow), indicating reduced gain competition.

Hence we used the intensity overlap coefficients to calculate the number of lasing modes.

Figure 6.12(a) shows the self-saturation coefficients χµµ of mode µ. It indicates the

degree of spatial localization inside a cavity. In other words, its inverse is proportional to

the modal area. The Penrose unilluminable room features diverse self-saturation coeffi-

cients, as illustrated in Fig. 6.11. Also, this cavity has the largest averaged value of the

self-saturation coefficient among all cavity shapes. This result verifies the strong spatial

localization of passive modes in the Penrose unilluminable room.

Such localized structures impact the overlap coefficient between distinct modes. Fig-

ure 6.12(b) shows the histogram of cross-saturation coefficients χµν between mode µ and

mode ν. The circular cavity has whispering-gallery type modes, which lead to a long tail

in the distribution of cross-saturation coefficients. The cavities with spatially extended

modes—D-shaped and Pentagon—have a narrow distribution of cross-saturation coeffi-
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cients. In contrast, the Penrose unilluminable room has a large probability of small over-

lap coefficients. In turn, this cavity shape can experience less mode competition. Even

though its Q-factor has a broad distribution [Fig. 6.10(e)], this minimal mode competition

becomes a dominant factor for highly multimode lasing. To sum up, the pentagon and the

Penrose unilluminable room are promising cavity shapes for many-mode VCSELs, based

on distinct physical mechanisms.

6.7 Spatio-temporal polarization dynamics

The multiple polarization states of VCSELs can lead to complex polarization dynamics.

Even for VCSELs with a single transverse mode, the interplay of optical polarization states

with the carrier spin dynamics results in diverse lasing behaviors such as polarization

switching [211, 224–226] or chaos [57, 227]. In a broad-area VCSEL with larger spatial

degrees of freedom, one can observe more complex nonlinear polarization and transverse

mode dynamics [184].

Here we numerically demonstrate that even without the nonlinear light-matter inter-

actions, multimode beating of different lasing modes can induce complex behaviors of

polarization states in space and time. We simply consider the linear superposition of the

passive resonances oscillating at their resonant frequencies,

E(r, t) =
M∑
µ=1

AµEµ(r)ei(ωµt+φµ), (6.13)

where Eµ(r) is the vector field profile of mode µ in a transverse coordinate r, Aµ is its

amplitude, and M is the number of modes that are oscillating simultaneously. We use the

resonant frequency ωµ calculated with the method developed in previous sections. The

phase φµ is a random variable of uniform distribution within [0, 2π], and here it is assumed
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constant in time for simplicity.

To understand the polarization dynamics from multimode beating, we first consider

the simplest case with M = 2 in Fig. 6.13. We solve the passive modes of a circular-

shaped VCSEL with a radius of R = 9 µm, and obtain two linearly-polarized fundamental

(Gaussian) modes that are orthogonal to each other. In the presence of material anisotropy

ny−nx = 10−4, the vertically polarized mode (Mode 1) has slightly lower frequency than

the horizontally polarized mode (Mode 2), with the frequency spacing (ω2−ω1)/2π = 9.6

GHz.
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Figure 6.13: Polarization dynamics with two orthogonal fundamental modes. The
polarization beating of vertically and horizontally polarized modes, with slightly different
resonant wavelengths of 949.958 nm and 949.929 nm due to birefringent splitting, yields
the motion on a Poincaré sphere. The trajectories are shown when (a) two modes have
the same amplitude, and (b) the vertically polarized mode has a ten times larger amplitude
than the horizontal one. (c,d) The temporal fluctuations of Stokes parameters for (a) and
(b), respectively. Polarization dynamics features fast oscillation with the beat frequency
of 9.6 GHz.
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To analyze the polarization, we compute the spatiotemporally resolved Stokes param-

eters,

S0(r, t) = 〈Ex(r, t)E∗x(r, t) + Ey(r, t)E∗y(r, t)〉T (6.14)

S1(r, t) = 〈Ex(r, t)E∗x(r, t)− Ey(r, t)E∗y(r, t)〉T (6.15)

S2(r, t) = 〈Ex(r, t)E∗y(r, t) + Ey(r, t)E∗x(r, t)〉T (6.16)

S3(r, t) = 〈i{Ex(r, t)E∗y(r, t)− Ey(r, t)E∗x(r, t)}〉T , (6.17)

whereEx andEy are the x and y components of the electric field, and T corresponds to the

temporal resolution of the measurement. We note that in order to observe the dynamics in

Eq. 6.13, one should resolve the largest frequency spacing, in other words, the temporal

resolution T should be shorter than the coherence time of the laser emission. Otherwise,

the Stokes parameters would yield unpolarized states of light.

Figure 6.13(a) is the case when the two modes have the same amplitude, or A1,2 = 1.

On a Poincaré sphere, the polarization state circles around the origin. As the orthogonal

polarizations do not interfere, the intensity S0 is maintained constant in time. Meanwhile,

the polarization state repeatedly change between the ±45◦-polarized light (S2 = ±1) and

the circularly polarized light (S3 = ±1).

Figure 6.13(b) is when A1 = 10A2, or the vertically polarized component has ten

times larger amplitude than the horizontal one. In this case, the trajectory is still circular

but is localized around S1 = −1, indicating the polarization is almost vertically polarized.

Figures 6.13(c) and (d) show the temporal evolution of individual Stokes parameters. The

oscillation frequency is equal to the mode spacing between the orthogonal modes, which

is determined by the material birefringence.
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Many-mode polarization dynamics

Adding more lasing modes and introducing asymmetry in cavity geometry can make the

polarization dynamics more complex. To demonstrate this effect, we simulate a D-shaped

cavity (R = 10 µm) with material birefringence ny − nx = 10−4. Here M = 20 lowest-

order transverse modes are obtained, and the interference pattern with the same amplitude

Aµ=1,··· ,20 = 1 is calculated. The frequency difference between the highest-order and the

lowest-order (fundamental) transverse modes is 213 GHz.

Figure 6.14 shows the spatiotemporal evolution of polarization states for the many-

mode D-shaped VCSEL. As shown in Fig. 6.14(a), the four Stokes parameters exhibit

distinct spatial profiles at a fixed time. Moreover, in a Poincaré sphere of Fig. 6.14(b),

the polarization states at different spatial locations exhibit distinct complex trajectories in

time. Figs. 6.14(c) and (d) show the temporal evolution of individual Stokes parameters.

The fluctuation time scale is about a few picoseconds, determined by the inverse of the

largest mode spacing between the modes. These fluctuations are much faster than that from

birefringence-induced mode spacing or the relaxation oscillations. This example demon-

strates that many-mode asymmetric VCSELs can be used to accelerate the spatiotemporal

polarization dynamics.

Degrees of freedom

Here a question is whether these four spatio-temporal Stokes parameters are independent

of each other or have correlations among them. To this end, we employ the singular value

decomposition (SVD) analysis on the Stokes-parameter matrices S(r, t), where position

r is the row and time t is the column. It is analogous to the Karhunen-Loeve analysis

in Section 5.8.2. The number of dominant singular values tells us how many degrees of

freedom exist. Figure 6.15(a) shows the singular values of the matrices S0,1,2,3(r, t), where
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Figure 6.14: Polarization dynamics in a many-mode VCSEL. The spatiotemporal in-
terference pattern of 20 different spatial modes with equal amplitude in a D-shaped cavity
is simulated. (a) Snapshots of spatially-resolved Stokes parameters at a fixed time. (b) At
a fixed spatial locations [A: (0,3) µm, B: (0,-3) µm], Stokes parameters change in time
along complex and distinct trajectories in a Poincare sphere. (c,d) Temporal fluctuations
of individual Stokes parameters for position A and B, respectively. The fluctuation time
scale is on a few picoseconds, determined by the transverse mode spacing. Each of Stokes
parameter S0, S1, S2, and S3 exhibit distinct trajectories in time.
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Figure 6.15: Spatial degrees of freedom in the polarization dynamics. (a) The distri-
bution of singular values of the Stokes parameter matrices. The number of modes M is
20. The abrupt transition in singular value distributions indicates the number of significant
singular values. From S0 to S3, the kink is at SVD index 32 (red arrow). For the con-
catenated Stokes parameter Sall, it is at 121 (green arrow). (b) The number of significant
singular values as a function of M . The dashed lines indicate linear fit, with the slope of
1.45 for individual Stokes parameters and 5.82 for Sall. The spatial degrees of freedom of
Sall is about four times larger than each Stokes parameter, which implies that S0, S1, S2,
and S3 are independent of each other.

the position coordinate r being the row and the time coordinate t being the column. Here

Sall(r, t) is obtained by concatenating the four Stokes parameter matrices in a row,

Sall(r, t) =



S0(r, t)

S1(r, t)

S2(r, t)

S3(r, t)


. (6.18)

Any correlation between the Stokes parameters will reduce the degrees of freedom in Sall.

For the individual Stokes parameters, the singular value distribution has a sharp transi-

tion [red arrow in Fig. 6.15(a)] at the SVD index of 32. It indicates that each of the Stokes

parameters has 32 dominant singular values, or the degrees of freedom, in the spatiotem-
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poral dynamics. On the other hand, Sall has this transition at the SVD index of 121. This

value is approximately four times larger than that of individual Stokes parameters.

Figure 6.15(b) shows the number of dominant singular values in S0,1,2,3 and Sall for

different number of modes. Adding more modes increases the degrees of freedom linearly.

More importantly, the ratio between Sall and S0,1,2,3 is almost constant at four. It indicates

that there is no correlation among the four Stokes parameters. To see whether S0,1,2,3

are the only independent variables, we also concatenated an additional parameter S4 =

〈ExE∗y + iEyE
∗
x〉T in Eq. 6.18 and performed SVD. It did not further increase the number

of dominant singular values, indicating S4 are correlated with S0,1,2,3.

To summarize, S0,1,2,3(r, t) are independent of each other and provide many degrees

of freedom of spatiotemporal polarization dynamics. In order to resolve such dynamics,

the temporal resolution should be high enough to resolve the beating of any lasing modes;

otherwise, one would observe just an unpolarized light. In real VCSELs, the interplay of

gain material and optical field could be dominant, and hence our model may not fully cap-

ture the actual lasing dynamics. Nevertheless, nonlinear light-matter interactions would

make these dynamics even more complex, opening the possibilities to utilize diverse and

rich behaviors in many-mode VCSELs.

6.8 Discussion and conclusion

This chapter extended our method of controlling laser behaviors by cavity shape to surface-

emitting lasers. We developed a numerical framework to calculate the passive resonances

in a three-dimensional VCSEL structure. An optical mode in a VCSEL is approximated by

a superposition of forward and backward propagating guided waves in an optical waveg-

uide. Combining with the mirror reflectivity of the DBRs, we could efficiently calculate

the quality factor of hundreds of transverse modes in a large-area VCSEL. Our approach
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significantly reduces the computation time from the full 3D simulation and allows the sim-

ulation of a broad cavity cross-section as large as tens of micrometers. More importantly,

the simulated structure is not limited by the cylindrical symmetry; thus, we could simulate

the cavity shape with structural asymmetry and intrinsic material birefringence.

Our numerical method, combined with SPA-SALT, enabled efficient calculation of the

number of lasing modes in diverse cavity shapes. Specific cavity geometries— D-shaped,

pentagon, and the Penrose unilluminable room— featured a larger number of lasing modes

than conventional circular cavities. The D-shaped and pentagon cavities prevent the for-

mation of bouncing-ball modes, which have pure p- or s-polarizations and thus typically

have a high Q-factor in a VCSEL structure. Suppression of those modes leads to the nar-

row distribution of quality factors, and more modes manage to lase simultaneously. For

the Penrose unilluminable room, the passive modes are spatially localized at different lo-

cations in the cavity. It could reduce the mode competition and consequently increase the

number of lasing modes.

The asymmetric-cavity large-area VCSELs are the light sources with an improved di-

rectionality and rich lasing dynamics. Given many spatial lasing modes, it could be used

as an illumination source for speckle-free imaging with an improved collection efficiency.

Simultaneous oscillation of many modes with diverse polarizations will lead to complex

spatiotemporal polarization dynamics. The fine-tuning of the cross-section of the cavity

geometry may allow us to enhance the complexity of the polarization dynamics. This ul-

trafast polarization dynamics could be potentially used for random number generation [3].

Moreover, the complex dynamics of large-area VCSELs would facilitate reservoir com-

puting [228, 229], whose performance relies on the complexity of the system.
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Chapter 7

Conclusion

This dissertation presented a method to control broad-area semiconductor lasers and dis-

cussed the applications of many-mode lasers. In contrast to conventional lasers that aim

to attain a single spatial mode and stable output in time, we focused on and explored com-

plex lasers with many spatial degrees of freedom and a wide variety of lasing dynamics.

Throughout the dissertation, we showed that cavity geometry is a powerful tuning param-

eter to control the characteristics of complex lasers.

We studied and utilized the ray-wave correspondence in various optical cavities. Mod-

ifying the cavity ray dynamics changes the spatial structure of passive resonances. Specif-

ically, it affects their Q-factors and spatial overlap between modes. As a result, the number

of lasing modes strongly depends on the cavity shape. Moreover, the cavity shape deter-

mines the spatial localization and the local characteristic length scale of the passive reso-

nances. It affects nonlinear light-matter interaction in semiconductor gain material, which

impacts spatiotemporal lasing dynamics. Our approach allows an advanced understanding

of the relation between the cavity ray dynamics and the nonlinear lasing dynamics, which

opens a possibility to engineer the lasing dynamics of highly multimode lasers by cavity

shape.

In chapter 2, we investigated the lasing dynamics of asymmetric cavities with vari-

182



ous ray dynamics. In the experiment, the cavity shape significantly impacts the spatial

and temporal characteristic length scales of lasing dynamics. The fluctuating power of

emission intensity could be varied by several orders of magnitude, proving that the cavity

shape is a simple yet effective tool to suppress the lasing instabilities. Due to complex

wave interference, the passive modes of wave-chaotic cavities generally have fine-grained

structures and short local characteristic lengths. In turn, it leads to the most stable output

beam. However, chaotic ray dynamics are unnecessary to suppress the instabilities; an

integrable cavity with a short local characteristic length can also stabilize the lasers. We

can further optimize the cavity boundary condition to minimize the characteristic length

scale and improve the emission directionality.

In chapter 3, this dissertation resorts to a stable cavity configuration for an improved

emission directionality. We could confine many high-order transverse modes by strongly

curving two end facets of laser cavities. By fine-tuning the cavity geometry and consid-

ering the gain competition, we attain the maximal number of lasing modes at the near-

concentric geometry. These laser geometries have a unique combination of hundreds of

lasing modes, mW-level power per spatial mode, and decoherence time in a few nanosec-

onds. Compared to conventional speckle-free illumination sources like light-emitting

diodes (LEDs) or incandescent light sources, the proposed laser would have superior per-

formance thanks to its high signal-to-noise ratio. Moreover, compared to time-consuming

methods of suppressing speckle artifacts, the ultrafast decoherence of this laser will enable

speckle imaging of transient processes or fast-moving objects.

In chapter 4, we explored the vicinity of the planar cavity geometry to improve the

emission directionality further. This chapter focused on the sensitivity of ray dynamics

at the bifurcation point, which is well known for conventional solid-state laser cavities,

but its consequences have been overlooked for semiconductor lasers with strong nonlinear

light-matter interactions. A slight modification of mirrors could significantly improve the
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laser performance by boosting the number of lasing modes. More importantly, the small

perturbation drastically reduces the spatio-temporal lasing instabilities. Compared to the

near-concentric cavity in chapter 3, the number of spatial lasing modes in a near-planar

cavity remains on the same level, while the divergence angle at the far-field is nearly

halved. The lasing of many modes prevents the output beam from being focused tightly,

and it would limit high-brightness applications. Nevertheless, such a laser with many

spatial modes can readily create a specific beam shape, such as a flat-top beam, which is

often needed for high-brightness applications but challenging to attain with a single-mode

Gaussian beam. Moreover, we can apply the high sensitivity of nonlinear lasing behavior

at a bifurcation point of cavity geometry to novel sensing applications.

In chapter 5, we utilized our many-mode stable-cavity laser for random bit generation.

Tailoring the cavity shape suppressed the lasing instabilities and thus eliminated the long-

range correlations in the emission intensity. It changed the governing physical process

of lasing dynamics and drastically shortened the characteristic time scale: from the sub-

nanoseconds of light-semiconductor interaction to the picosecond time scale of many-

mode beating. Moreover, the vast spatial degrees of freedom from many transverse lasing

modes enabled spatial multiplexing of emission intensity to generate independent random

bit streams in parallel. The total bit rate was boosted by two orders of magnitude from

the state-of-the-art. Improving the photodetection resolution and the field of view will

further enhance the bit rate, eventually enabling the total bit generation rate of 1 Pb/s. We

performed the proof-of-principle demonstration off-the-chip with post-processing. The

next step will be integrating with an array of fast photodetectors, leading to real-time

massively parallel ultrafast random bit generation.

In chapter 6, we extended the methodology of controlling dynamics by cavity shape

to VCSELs. A numerical framework to calculate the passive resonances of a large-area

VCSEL with any transverse cavity shape is developed, which is applicable for the cases
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with structural asymmetry and/or material birefringence. Specially designed cavity shapes

enhanced the number of lasing modes. This many-mode lasing could be attained by nar-

rowing the distribution of Q-factors or minimizing the spatial overlap between modes.

With an improved directional output compared to edge-emitting lasers, these many-mode

VCSELs could facilitate speckle-free imaging. Moreover, given massive spatial degrees of

freedom, these VCSELs can exhibit rich and diverse lasing characteristics such as polar-

ization dynamics and ultrafast transverse mode beating. The complex lasing dynamics of

many-mode VCSELs will offer other opportunities to harness spatial degrees of freedom

for novel photonic applications.

From a practical point of view, this framework of controlling the laser dynamics with

cavity shape has advantages over established methods of laser stabilization. The proposed

method is fundamentally compatible with the high-power operation in which high-order

spatial modes are lasing. As high-order modes have short characteristic lengths, the self-

focusing instabilities would further be disrupted with increasing pump levels in such many-

mode lasers. Moreover, there is no need for the additional setup of external feedback or

fine adjustment of operational parameters. This method of suppressing instabilities would

be robust to fabrication errors. For instance, our approach is resilient to surface roughness

on the cavity sidewall, as randomly scattered partial waves inside the gain material would

further impede the self-focusing effect.

Though this dissertation focused on suppressing the instabilities, enhancing the insta-

bilities by cavity shape is another interesting topic to explore. One would achieve stronger

instability in a cavity shape that promotes the nonlinear light-matter interaction in active

media. So far, conventional ways of creating optical chaos are to use external feedback,

optical injection, or spatial/temporal modulation of injection current. Here tuning the cav-

ity shape could be a more compact, robust, and efficient approach to modifying the RF

spectrum of the laser emission. The on-chip broadband chaotic light source will be useful
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for many applications such as secure communications, optical computing, and sensing.

There still are many opportunities to control and utilize complex lasers. Other than

the speckle-free light source or random bit generator, complex lasers could be used for

reservoir computing or physical simulators that harness the huge spatial degree of free-

dom. Moreover, spatial modulation of the pump will add another degree of freedom to

control the behavior of broad-area lasers, enabling the creation of complex states of light

on demand. Many lasing modes will provide a massive number of tuning knobs that would

create arbitrary laser output. Active spatiotemporal control of many-mode lasers will pave

the way for innovative and versatile light sources, which can be widely adopted in appli-

cations ranging from imaging to optical computing. Furthermore, this general approach

of controlling complex lasers by tuning resonator shapes is not restricted to semiconduc-

tor gain material. We could apply it to other nonlinear systems with instabilities, such as

solid-state lasers. Moreover, for fiber lasers and amplifiers that are widely used in high-

power systems, those with various cross-section shapes will facilitate diverse fiber-based

applications such as optical communications.
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[84] H. E. Türeci, A. D. Stone, and L. Ge, “Theory of the spatial structure of nonlinear
lasing modes,” Phys. Rev. A 76(1), p. 013813, 2007.

[85] H. E. Tureci, L. Ge, S. Rotter, and A. D. Stone, “Strong interactions in multimode
random lasers,” Science 320(5876), pp. 643–646, 2008.
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[186] M. Plöschner, M. M. Morote, D. Dahl, M. Mounaix, G. Light, A. Rakic, and J. Car-
penter, “Spatial, spectral, temporal and polarisation resolved state tomography of
light,” arXiv:2202.01932 arXiv preprint, 2022. 148

[187] Y.-F. Chen, K.-F. Huang, and Y.-P. Lan, “Localization of wave patterns on classical
periodic orbits in a square billiard,” Phys. Rev. E 66(4), p. 046215, 2002. 148

[188] K.-F. Huang, Y.-F. Chen, H. Lai, and Y.-P. Lan, “Observation of the wave function
of a quantum billiard from the transverse patterns of vertical cavity surface emitting
lasers,” Phys. Rev. Lett. 89(22), p. 224102, 2002.

[189] Y.-F. Chen, K.-F. Huang, H. Lai, and Y.-P. Lan, “Observation of vector vortex lat-
tices in polarization states of an isotropic microcavity laser,” Phys. Rev. Lett. 90(5),
p. 053904, 2003.

[190] Y.-F. Chen, K.-F. Huang, H. Lai, and Y.-P. Lan, “Rules of selection for spontaneous
coherent states in mesoscopic systems: Using the microcavity laser as an analog
study,” Phys. Rev. E 68(2), p. 026210, 2003.

[191] T. Gensty, K. Becker, I. Fischer, W. Elsäßer, C. Degen, P. Debernardi, and G. P.
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